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SUNDAY, MARCH 15, 1987 MONDAY, MARCH 16, 1987-Continued

LOWER LOBBY PROSPECTORIRUBICON ROOM

6:00 PM-900 PM REGISTRATIONIREFRESHMENTS 10:30 AM-12:00 M S
MB SESSION 2
Alan Huang, AT&T Bell Laboratories, Presider

10:30 AM
MONDAY, MARCH 16, 1987 MB1 Programmable Optical Processor Based on Sym-

bolic Substitution, Karl-Heinz Brenner, G. Stucke, U. Erlan-
gen-Nuremberg, F. R. Germany. A new architecture for a

LOWER LOBBY programmable optical processor is proposed. It is based
on a few simple substitution rules and offers general com-

7:30 AM-5:30 PM REGISTRATIONISPEAKER CHECKIN puting capability. (p. 6)

PROSPECTORIRUBICON ROOM 10:45 AM
MB2 Digital Design Technique for Optical Computing, V
M.J. Murdocca, N. Streibl, AT&T Bell Laboratories. A

8:30 AM-IO.00 AM digital optical computer design technique is presented for
MA SESSION 1 cascadable optically nonlinear arrays. The technique is ef-
Adolf W. Lohmann, Erlangen University, F. R. Germany, ficient despite a regular free-space interconnection
Presider topology. (p. 9)

8:30 AM (invited Paper) 11:00 AM
MAI Optical Computing-an Overview, Joseph W. Good- M83 Optical Systems for Symbolic Substitution, Joseph
man, Stanford U. The field of optical computing finds itself N. Malt, Karl-Heinz Brenner, U. Erlangen-Nuremberg, F. R.
at a convergence of two different technological streams. Germany. Optical systems for both recognition and
One stream flows from the field of analog optical informa- substitution in a symbolic substitution system are
tion processing, while the other flows from the field of presented. The systems use only classical optical and
nonlinear optical devices. Both streams are attempting to phase-only holographic elements. Methods for designing
reach the same destination, namely, a useful computer the holograms are discussed. (p. 12)
based on optical technology. (p. 2)

11:15 AM
9:00 AM (invited Paper) MB4 Strengths and Weaknesses of Optical Architectures
MA2 Systolic Array Machines can be both Fast and Pro- Based on Symbolic Substitution, Thomas J. Cloonan, A T&T %

grammable, H. T. Kung, Carnegi Mellon University. This talk Bell Laboratories. Four architectures that implement sym-
describes some latest developments in the area of high- bolic substitution are presented. The strengths and
performance, programmable systolic arrays. (p. 3) weaknesses of the different architectures are compared for

a typical application (binary addition). (p. 16) .
9:30 AM (Invited Paper)
MA3 Programming on Optical Computer, Y. Abu- 11:30 AM %
Moustafa, California Institute of Technology. (p. 4) MB5 Binary Image Algebra and Digital Optical Cellular

Image Processors, K. S. Huang, B. K. Jenkins, A. A.
Sawchuk, U. Southern California. We summarize binary im-

SIERRA ROOM age algebra for image processing and its implementation
on digital optical cellular image processors (DOCIPs). Two I

10:00 AM-10:30 AM COFFEE BREAK promising architectures, DOCIP-array and DOCIP-
hypercube, are discussed. (p. 20)

11:45 AM
MB6 Bit Serial Optical Computer, Harry F. Jordan, U. Col-
orado at Boulder. Current technology allows the immediate
construction of a completely optical, stored program com-
puter. The key is to use the techniques of bit serial process-
ing and pipelining. (p. 24) ",

12:00 M-1:00 PM LUNCH BREAK
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MONDAY, MARCH 16, 1987-Continued MONDAY, MARCH 16, 1987- Continued %

PROSPECTORIRUBICON ROOM PROSPECTORIRUBICON ROOM

1:00 PM-2.30 PM 3:00 PM-5:30 PM S
MC SESSION 3 MD SESSION 4
Joseph W. Goodman, Stanford University, Presider Ravindra A. Athale, BDM Corporation, Presider

1.00 PM 3:00 PM (Invited Paper)
MCI Four-Dimensional Optical Crossbar, Adolf W. MD1 Optical Computer Architecture: What is the Ideal?
Lohmann, Wilhelm Stork, U. Erlangen-Nurenberg, F. R. W. Daniel Hillis, Thinking Machines Corporation. We define
Germany. A 4-D crossbar supports simultaneous dialogues the ideal computer as one which can execute any calcula-
among channels belonging to a 2-D array. Polarization op- tion as fast as any other computer, within a multiplicative
tics is well suited to implement this concept. (p. 30) constant. (p. 50)

1:15 PM 3:30 PM A p
MC2 Cellular Optical Processor Architecture with Mod- MD2 Globally Folding Combinatorial Logic Cells in Digi- ;,
ulable Holographic Interconnections, J. Taboury, J. M. tal Optical Systolic Computing Arrays, P. S. Guilfoyle, W. J.
Wang, P. Chavel, F. Devos, U. Paris-Sud, France. We de- Wiley, OptiComp Corporation. Higher order computation
scribe an interconnection architecture comprising one often requires substantial combinatorial interaction. This
image plane hologram and one Fourier hologram whereby places a severe load on the input structure of an optical
the connection scheme can be modified during the al- computer. By folding the data in time and space this load is
gorithm. (p. 31) considerably reduced. This paper applies combinatorial

folding to n x n bit digital optical linear systolic multiplica-
1:30 PM tion arrays for matrix linear algebra. (p. 54)
MC3 Parallel Interfacing of Integrated Optics with Free
Space Optics, Adolf W. Lohmann, U. Erlangen-Nuremberg, 3:45 PM
F. R. Germany. Free space optics is good for transporting MD3 Residue Position-Coded Look-Up Table Processing,
signals in parallel. Integrated optics is good for switching. A. P. Goutzoulis, D. K. Davies, Westinghouse R&D Center;
We have designed parallel interfaces to combine these two E. C. Malarkey, J. C. Bradley, P. R. Beaudet, Westinghouse %
technologies. (p. 35) Advanced Technology Division. Residue position-coded rN,.'

look-up table processing is discussed. The types, complexi- e
* 1:45 PM ty, and performance of look-up tables are considered along

MC4 Scattering from Small Structures for Optical Beam with initial experimental results. (p. 58)
Shaping and Interconnects, M. T. Lightbody, M. A. Fiddy,
King's College London, U.K. We examine the importance of 4:00 PM
scattering from 3-0 wavelength and subwavelength struc- MD4 Optical Arithmetic/Logic Unit Based on Residue
tures for optimal optical beam shaping and switching be- Number Theory and Symbolic Substitution, C. David -

tween fixed arrays. (p. 36) Capps, R. Aaron Falk. Theodore L. Houk, Boeing Aero-
space Company. The concept for a GHz-rate, digital adder,

2:00 PM multiplier, or logic unit that requires no spatial light
MC5 Engineering Limits to Optical Interconnects, Davis modulators or optically nonlinear materials is presented.
H. Hartman. Bell Communications Research, Inc. Optical (p. 62)
interconnects offer a means to overcome electronics inter-
connect problems common in high speed computers. Fun- 4:15 PM
damental engineering limits to optical interconnects are MD5 Digital Optical Matrix-Vector Multiplier using a Hol-
identified and discussed. (p. 40) ographic Look-Up Table and Residue Arithmetic, S. F.

Habiby. Stuart A. Collins, Jr., Ohio State U. The demonstra-
2:15 PM tion of a digital optical matrix-vector multiplier is reported.
MC6 Comparison of Encoding Schemes for E-Beam Fab- It uses position coding, a residue arithmetic representa-
rication of Computer Generated Holograms, H. Farhoosh, tion, a holographic memory, and a look-up table approach,
Michael R. Feldman, Sing H. Lee, Clark C. Guest, Y. Fain- reducing effective computation time to one Hughes liquid
man. UC-San Diego. A set of criteria is established accord- crystal light valve response time. (p. 66)
ing to which various encoding methods of computer gen-
erated holograms are systematically evaluated for electron 4:30 PM
beam recording. These criteria are based on the computing MD6 Limitatins to Optical Fredkin Circuits, Robert Cuy-
resource limitations and the desired wavefront properties. kendall, Debra McMillin, U. Iowa. Severe computing limita-
(p. 44) tions exist for recently proposed optical Fredkin gates. Se-

quential addition and shuffle cascades computing ar-
bitrary switching functions are possible, but not sequential

SIERRA ROOM multiplication. (p. 70)

2:30 PM-3:00 PM COFFEE BREAK

% "%
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MONDAY, MARCH 16,1987-Continued MONDAY, MARCH 16, 1987- Continued

4:45 PM ME4 Two-Dimensional Clos Optical Interconnection Net- ,.%

MD7 Matrix-Vector Multiplication Using Polarization work, Shing-Hong Lin. Thomas F. Krile. John F. Walkup, E,_
Rotators, L. Scharf, W. Thomas Cathey, K. M. Johnson, U. Texas Tech U. A 2-D Clos three-stage optical interconnec-

Colorado at Boulder. A new approach to optical matrix- tion network is proposed. Applications include construct- "•
vector multiplication is described which matches signal ing large size 2-D crossbar interconnection networks. ',

-,-I.%

processing algorithms and architectures to optical primi- 1p. 98) %,"
lives that directly perform rotation operations. (p. 73) '%

ME5 Optical Interconnects Using Resonated Holograms,5:00 PM Stuart A. Collins, Jr.. Ohio State U. We discuss optical inter-

MD8 Monte Carlo Matrix Inversion Using an Optical Ran- connects formed by the use of thick holograms with reso-

dom Number Generator, Anthony J. Martino, G. Michael nant mirrors to achieve high efficiency and large informa-
Morris, U. Rochester. Monte Carlo matrix inversion is per- tion density. (p. 102)
formed using an optical random number generator and an''-,',
electronic computer. Experimental results, including the ME6 Comparison of Optical and Electrical Interconnec- ",''

• speed-accuracy tradeoff, are presented. (p. 77) tions Based on Power and Speed Considerations, Michael °-
R. Feldman, Sadik C. Esener, Clark C. Guest, Sing H. Lee, "''

5:15 PM UC-San Diego. Interconnect delay time limitations as a .

MD9 Monte Carlo Processor Arrays Using Optical Ran- function of power dissipation are analyzed for both elec-•
dom Number Generators, F. Devos, K. Madani, P. ChavelM tronic integrated circuit transmission lines and optical
J. Taboury, U. Paris-Sud, France. To allow Monte Carlo communication paths. (p. 105)Dalgorithm implementation in one-chip electronic massively ws
par s, -af W. Thoas arrays of random numbers ME7 Optical Implementation of Minimum and MaximumS

! are generated optically using single photoevent amplifica- Operation, Hedlong Yang, Clark C. Guest. UC-San Diego.
tion of speckle. (p. 81) An optical approach is proposed to implement the direct

bitwise maximum and minimum operation on two data-
5:30 PM BREAK pages. (p. 109)

ME8 Optical MSD Adder Using Polarization Coded Sym-
LAKESIDE ROOM boic Substitution, P.. O Ramamoorthy. S. Antony U. Cin-
Mrcinnat The design of a parallel optical adder based on es,

~~6:00 PM-8:00 PM CONFERENCE RECEPTION modified signed-digit number representation using sym-,,."bolic substitution and polarization coding is shown.y.,p. 02

(p.11 )' .

SIERRA ROOM ,'
ME9 Digital Optical Processor Based on Symbolic Sub-

8:00 PM-9:30 PM stitution Using Matched Filtering, Ho-ln Jeon. U. Southern,-
ME POSTERS: SESSION 5 California. A parallel digitical adprocessor that utilizes

matched filtering and performs symbolic subsut ion is
ME1 Free Space Optical Interconnects by Cascaded proposed. Its use for the example of binary addition is
Holographic Elements, W. J. Hossack King's College Lon- described. (p. 115) dro

don, U.K. A cascaded hoographic system for optical coor-tri
dinate transformations is used in a free space optical inter- ME10 Optical Parallel Image Processing Using CCD Im-
connect. The design criteria for afocal systems performing age Sensors, J. Tokumitsu, H. Matsuoka. K. liima Canon
conformal mappings is presented. (p. 86) Research Center Japan. An optical system consisting of

CCDs and an image-shifting mechanism has been built, It,,,.bME2 Optical Interconnet Complexity Limitations for performs the convolution operation on an nput image at
Holograms Fabricated by Electron Beam Lithography, video rate. (p. 119)",
Michael R. Feldman, Clark C. Guest, UC-San Diego. TheSAtyUC
ability of optical communication systems, employing com-o
puter generated holograms, to perform compex intercoR To d e i m p n n g

nections for electronic integrated circuits is analyzed.s
(p( 90)1.

ME3 Design of Computer Generated Holograms for -,EDBeam Fabrication by a Computer Aided Design System,i

H. arhoosh. Sing H. Lee, UC-San DMego. A procedure forFeg o nU ur
designing computer generated holograms for electronP SC A l o o a
beam fabricafeon using a computer aided design system isp

described, and desgn considerations are discussed

(p 94) ;" '

vii '

conformal. mapping is -- presented.-= ..(p.86)Resarc Cne. pa..-- Anotia syte c onsistin of-.°-° - , ~ .

puter geerte hooras to pefr cope intercon-nections~~~~, for elcroi inerae cicut.iPaayzd



?'p:

TUESDAY, MARCH 17, 1987 TUESDAY, MARCH 17, 1987-Continued

LOWER LOBBY 9:30 AM
TuA6 Optical Symbolic Computing: Architectural Con-

7:30 AM-5:30 PM REGISTRATIONISPEAKER CHECKIN siderations, M. W. Derstine, P. R. Haugeo, A. Husain,
Honeywell Physical Science Center; A. Guha, R. Ram-
narayan, Honeywell Corporate Systems Development Divi-

PROSPECTORIRUBICON ROOM sion; A. Vaid, U. Southern California. Examination of com-
putational models for current symbolic processing Ian-

8-00 AM-10:00 AM guages reveals that manipulation of data structures is a
TuA SESSION 6 critical function. Optical approaches to these operations
H. John Caulfield, University of Alabama in Huntsville, are discussed. (p. 141)
Presider

9:45 AM
8:00 AM (Invited Paper) TuA7 Comparison on Adaptive Pattern Recognition and
TuA1 Advances in Brain-Style Computation, David E. Image Restoration with Hetero-associative and Auto- -
Rumelhart, University of California, San Diego. A sketch of associative Memories, Jack Y. Jau, Y. Fainman, Sing H.
current work on brain-style computation is provided. Lee, UC-San Diego. We discuss the close relationships be- ,
Emphasis is on applications for building content-addressa- tween adaptive pattern recognition and hetero-associative
ble memories and learning machines. (p. 124) memory, and between iterative image restoration and auto-

associative memory based on the algorithm they use. We
8:30 AM present a hybrid architecture for the implementation of
TuA2 Architectures for Optoelectronic Analogs of Self- adaptive pattern recognition and iterative image restora-
Organizing Neural Networks, Nabil H. Farhat, U. Pennsyl- tion and compare it with those in the existing literature.
vania. Architectures for partitioning optoelectronic analogs (p. 145)
of neural nets into input/output and internal units to enable
self organization and learning, where a net can form its
own internal representations of the environment, are SIERRA ROOM
described. (p. 125) 10:00 AM-10:30 AM COFFEE BREAK

8:45 AM
TuA3 Optical Neural Nets Implemented with Volume
Holograms, Demetri Psaltis, Jeffrey Yu, Xiang Guang Gu, PROSPECTORIRUBICON ROOM
California Institute of Technology; Hyuk Lee, Polytechnic
Institute of New York. We examine the advantages of using 10:30 AM-12:00 M ,
volume holograms as opposed to planar media for storing TuB SESSION 7 'o
an interconnect pattern in a neural network. We present John N. Lee, U.S. Naval Research Laboratory, Presider
methods for achieving different types of arbitrary global in-
terconnections and we present experimental results using 10:30 AM (Invited Paper) e
a photorefractive crystal (LiNbO3) as the volume element. TuB1 Analog Complexity Theory, Kenneth Steiglitz,
(p. 129) Princeton U. Analyzing computational complexity is more e%

difficult in the analog than in the digital case because of 0,
9:00 AM the modeling problem, and theory and technical are at an .%
TuA4 Multilayer Optical Learning Networks, Kelvin earlier stage of development. We discuss this theory, and
Wagner, Demetri Psaltis, California Institute of Tech- give some examples of its application. (p. 150)
nology. We present a trainable, self aligning, multilayer per-
ceptron pattern transformation processor that uses back- 11:00 AM
wards error propogation to modify volume holographic in- TuB2 Unified Approach to Analyzing Optical Computing
terconnections between nonlinear Fabry-Perot etalons. Systems, Ravindra A. Athale, Charles W. Stirk, Michael W.
(p. 133) Haney, BDM Corporation. Optical computing systems can

be analyzed in terms of their algorithms, architectures or
9:15 AM hardware. A formal method is presented that interrelates e.,
TuA5 Optical Associative Processing Elements with Ver- these three aspects to provide a uniform basis for compar-
satile Adaptive Learning Capabilities, Arthur D. Fisher, ing different approaches and to suggest new directions for
John N. Lee, U.S. Naval Research Laboratory. Optical research. (p. 151)
associative-processing architectures are presented for im-
plementing four types of versatile adaptive learning dy-
namics which are applicable to parallel symbolic-pro- ,-

cessing problems. Both electrooptic and holographic con-
e figurations are presented. (p. 137) %%r
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TUESDAY, MARCH 17, 1987- Continued TUESDAY, MARCH 17, 1987- Continued

11:15 AM 2:00 PM
TuB3 Rule-Based Probabilistic Symbolic Target TuC4 Polarization-Based Optical Parallel Logic Gates Us-
Classification by Object Segmentation, David Casasent, ing Ferroelectric Liquid Crystal Spatial Light Modulators, S
Abhijit Mahalanobis, Carnegie Mellon U Correlation out- K. M. Johnson, M. Handschy, W. Thomas Cathey. N. A. . "
puts of segmented object regions are considered as sym- Clark, D, Walba. U, Colorado at Boulder. We report on pro-
bolic object descriptions. These are processed by rule- gress made in engineering faster switching ferroelectric
based probabilistic techniques. Initial experimertal results liquid crystal compounds and their use as optical parallel
are included. (p. 155) logic gates. (p. 179) Cy -

11:30 AM 2:15 PM I"
TuB4 Real-Time Acoustooptic Spotlight Mode SAR Pro- TuC5 Optimum Control Beam Angle for a Biased Fabry- 0
cessor, Michael W. Haney. BDM Corporation. Demetri Perot Bistable Device, R. Cush, I. Bennion, Plessey
Psaltis, California Institute of Technology. Novel hybrid op- Research Caswell, Ltd., U.K. The switch-on power of the -

ticallelectronic techniques are employed in the application control beam in a multibeam, cascadable Fabry-Perot bi-
of the programmable acoustooptic SAR architecture to stable device may be minimized by varying the beam inci- .- -

spotlight mode geometries. (p. 159) dent angle. (p. 183)

11:45 AM . "
TuB5 Processing of Synthetic Aperture Radar Data Using SIERRA ROOM
the PRIMO Optical Outer-Product Processor, Y. Owechko,
J. Grinberg, E. Marom, B. H. Soffer, Hughes Research 2:30 PM-3:00 PM COFFEE BREAK
Laboratories. An optical real-time processor of SAR data is
described. The processor is based on outer-product decom- ,
position and is compact, rugged, lensless and utilizes in- PROSPECTORIRUBICON ROOM
coherent light. (p. 163)

3:00 PM-5:30 PM
12:00 M-1:00 PM LUNCH BREAK TuD SESSION 9

Carl M. Verber, Georgia Institute of Technology, Presider

PROSPECTORIRUBICON ROOM 3:00 PM (Invited Paper)
TuD1 Materials and Devices for Optical Computing, Ar-

1:00 PM-2:30 PM mand R. Tanguay. Jr., U. Southern California. (p. 188)
TuC SESSION 8
Satoshi Ishihara, Electrotechnical Laboratory, Japan, 3:30 PM
Presider TuD2 Variable-Gamma Spatial Light Modulator, Suzanne

Lau, Cardinal Warde, MIT Department of Electrical Engi-
1:00 PM (invited Paper) neering & Computer Science. We describe how standard -. A

TuC1 Two-Dimensional Arrays of Semiconductor Optical and Fabry-Perot MSLMs can be operated to generate a
Gates for Optical Computing, Hyatt M. Gibbs, U. Arizona. variety of real-time variable-gamma characteristics and pre-
ZnS interference filters and GaAs etalons are attractive sent preliminary image processing results. (p. 189)
nonlinear optical logic devices and are used to perform .
simple symbolic-substitution experiments. (p. 168) 3:45 PM

TuD3 Integrated Electrooptic Bragg Modulator Modules
1:30 PM for Optical Computing, D. Y. Zang, P. Le, C. S. Tsai, UC-
TuC2 Restoring Optical Logic: Demonstration of Extensi- Irvine. A variety of titanium-indiffused proton-exchanged
ble All-Optical Digital Systems, S. D. Smith, F. A. P. Tooley. microlens-based integrated electrooptic Bragg modulator
A. C. Walker. N. C. Craft. B. S. Wherrett, Heriot- Watt U., UK. modules has been constructed in a LiNbO3 substrate size
We show experimentally how all-optical circuit elements 0.2 x 1.0 x 1.8 cm l. These modules have been used to per-
are used to create restoring logic. A loop circuit demon- form matrix-vector and matrix-matrix multiplications.
strated simulates an optical classical finite state machine. (p. 193)
(p. 172) 4:00 PM -

1:45 PM TuD4 Toward an OpticallElectronic Hybrid Image Pro-
TuC3 Highly Cascadable Optically Bistable Device for cessor, M. G. Nicholson, G. G. Gibbons, S Mayo, C. R.
Large Fan-Out Optical Computing Applications, N. C. Craft. Petts, GEC Research, Ltd., U.K. B. Loiseaux, J P.
S D. Smith, Heriot-Watt U., UK Bistable devices con- Huignard, Thomson-CSF, France, F. Dubois, J. Ebbeni,
sisting of two thermally coupled nonlinear etalons are Free U. Brussels, Belgium. This paper describes recent -..
shown to exhibit large changes in output power when used work on the optoelectronic components required to build a
in a hold-and-switch configuration, (p 175) practical hybrid processor based on dynamic holography in

a photoref-ictive material. (p. 197)

ix 'I
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TUESDAY, MARCH 17, 1987-Continued TUESDAY, MARCH 17, 1987-Continued

4:15 PM TuE3 Ferroelectric Liquid Crystal Spatial Light Modu-
TuD5 index Grating Lifetime in Photorefractive Semi- lators, D. Armitage, J. I. Thackara, Lockheed Missiles &
Insulating Cr-Doped GaAs, Li-Jen Cheng, Afshin Partovi, Space Company, Inc.; N. A. Clark, M. A. Handschy, Display-
Jet Propulsion Laboratory; Elsa Garmire, U. Southern tech. A photoaddressed ferroelectric liquid crystal (FLC)
California. Results demonstrate that information storage spatial light modulator is described with experimental
time in volume holographic gratings in GaAs:Cr under il- results. Current developments in FLC technology applied
lumination of a weak reading beam can be as long as 2.5 s. to optical processing are discussed. (p. 221) "'
(p. 201)

TuE4 Theory of All-Optical GaAs Logic Devices, M. E.
4:30 PM Warren, S. W. Koch, Hyatt M. Gibbs, U. Arizona. All-optical
TuD6 Optical Crossbar Arithmetic/Logic Unit, R. Aaron semiconductor devices are numerically modeled and op-
Falk, C. David Capps, Theodore L. Houk, Boeing Aerospace timized using a microscopic theory for the optical nonline-
Company. Optical crossing interconnects coupled with arities of room-temperature GaAs. Single-frequency NOR-
nonlinear thresholds at the intersections produces a multi- gate operation in reflection is predicted. (p. 225)
level logic device. A residue adderlmultiplier using this con-
cept has been demonstrated. (p. 205) TuE5 Optical NOR Gate Using Diode Laser Sources,

Masahiro Ojima, Hitachi, Japan; Arturo Chavez-Pirson,
4:45 PM Yong H. Lee, Jean F. Morhange, Hyatt M. Gibbs, Nasser -
TuD7 Passive Single-Mode Optical Networks for Cohe- Peyghambarian, U. Arizona; Feng-Yu Juang, Pallab K. Bhat-
rent Processing, M. E. Marhic, Northwestern U. Passive tacharya, Doreen A. Weinberger, U. Michigan. An optical
architectures, using interference in single-mode networks, NOR gate has been successfully demonstrated using two
can perform discrete spatial Fourier or Hadamard trans- diode lasers and a GaAs/AIGaAs multiple quantum-well
form. Phase stability and single polarization are required. etalon. (p. 229)
(p. 209)

TuE6 Multiple Polarization State Threshold Logic and
5:00 PM (Invited Paper) Processor, Shudong Wu, Xiang Zhang, Zhijiang Wang,
TuD8 Review of Some Current Optical Computing Re- Shanghai Institute of Optics & Fine Mechanics, China. Bas-
search in the Soviet Union, William T. Rhodes, Georgia In- ed on using multiple polarization states, a novel technique S
stitute of Technology. The author, along with three other for implementing different logic operations in parallel is " -
scientists from North America, attended a July 1986 meet- described. Full optical A/D converter, look-ahead adder,
ing on optical computing held in Novosibirsk in the USSR. and multiplier are proposed. (p. 233)
A number of current Soviet research efforts on optical com-
puting and optical signal processing were reported at that TuE7 Interferometric Pattern Encoding for Parallel Logic
meeting. These efforts, which include nonlinear optical Operation, Makoto Ikeda, Toyohiko Yatagai, U. Tsukuba,
switching, pipeline optoelectronic processing, pattern Japan; Satoshi Ishihara, Yoshinobu Mitsuhashi, Tsukuba
recognition, and optical computing generally, are reviewed Efectrotechnical Laboratory, Japan; Junichi Kaya, Nippon
and summarized. (p. 212) Institute of Technology, Japan. An interferometric tech-

nique of spatial encoding for optical parallel pattern logic
5:30 PM BREAK operations is proposed and its use in space-variant logic-

gate arrays is discussed. (p. 237)

SIERRA ROOM TuE8 Infrared Predetection Dynamic Range Compression
via Photorefractive Crystals, Hua-Kuang Liu, Li-Jen Cheng,

8:00 PM-9:30 PM Jet Propulsion Laboratory. The predetection infrared dy- 0
TuE POSTERS: SESSION 10 namic range compression concept via the nonlinear photo-

refractive two-wave mixing in GaAs crystals is discussed.
TuEl Switch Power Drift in Optically Bistable ZnSe Inter- Some experimental results are presented to support this
ference Devices, R. J. Campbell, J. G. H. Mathew, S. D. idea. (p. 241)

*-" Smith. A. C. Walker, Heriot-Watt U., U.K. Investigations of
*" switch power drift in optically bistable thin-film interfer-

ence devices are presented. Ways of minimizing this drift
through device design are discussed. (p. 214) ]

TuE2 Thermooptical Beam Guide and Switching Experi-
ments, Lauren M. Peterson, Environmental Research In-
stitute of Michigan. Laser radiation (0.01 mJ) focused into
an absorbing liquid generates a graded-index waveguide
which switches (in 10 ns) the direction of a second laser
beam. (p. 217)
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TUESDAY, MARCH 17, 1987-Continued

4 = TuE9 Fingerprint Enhancement by Fourier Domain Op-
tical Processing, D. M. Monro, B. G. Sherlock, Imperial Col-
lege, UK.: C. R. Petts, GEC Research, Ltd., U.K. Fourier do-
main directional filtering of fingerprint images controlled
by local ridge orientation gives effective enhancement. Im-
plementation in optical hardware provides advantages over
digital computer processing. (p. 245)

--
MN%

WEDNESDAY, MARCH 18, 1987

PROSPECTORIRUBICON ROOM

1:30 PM-5:20 PM
WB Joint Photonic Switching and Optical Computing
Plenary Session, T. Kenneth Gustafson, National Science..

1', Foundation, Presider

1:30 PM (Plenary Paper)
WB1 Photonic Switching Components: Current Status ,.

and Future Possibilities, John E. Midwinter, University Col-
lege London, U.K. The range of components becoming
available for routing signals in optical networks is vast and
varied. We review their character and typical performance
and point to the network characteristics they support.
(p. 8)

.- ''

2:20 PM (Plenary Paper) ,

W82 Optical Digital Computers, Alan Huang, AT&T Bell
Laboratories. (p. 9)
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SUMMARY

MA-1A

OPTICAL COMPUTING -- AN OVERVIEW

J.W. Goodman
Stanford University 4

The field of optical computing finds itself at a convergence of two different
technological streams. One stream flows from the field of analog optical
information processing, while the other flows from the field of nonlinear

V, optical devices. Both streams are attempting to reach the same destination,
namely a useful computer based on optical technology.

Analog optical information processing systems have reached a high state of
development in certain limited and specialized applications, such as image
formation from synthetic aperture radar data, and Bragg cell spectrum
analysis. Much effort has been spent and to some extent continues to be
spent on attempts to extract high numerical accuracy from analog systems,
using various forms of number representation, in hopes of making a fast
optical arithmetic unit. To date these efforts have not proved successful.
The problem is not that these schemes fail to work, but rather that they fail N
to be competitive, in cost and/or performance, with electronic approaches P,

to the same problem.

What then will be the role of optics in numerical computing of the future?
Our hypothesis is that both optical interconnections and arrays of nonlinear
optical elements will prove to have an important role to play. Optical
interconnections will gradually filter down the heirarchy of interconnects
in electronic computers, from inter-machine, to backplanes, to inter-chip -,

communications. The likelihood of optics playing a significant role at the "-,

intrachip role is small. Arrays of nonlinear optical elements will
ultimately be important in switching, multiplexing, and demultiplexing
optical streams of data. However, the probability that a performance-
competitive all-optical computer will emerge in this century is not
regarded as very high..
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Systolic array machines can be both fast and programmable. UZ*a

H.T. Kung
Department of Computer Science
Carnegie Mellon University

Warp is a programmable systolic array machine developed by Carnegie Mellon.
Currently two 10-cell machines are operational at Carnegie Mellon, with each
cell being a 10 MFLOPS programmable processor. These machines have been
used in a diverse range of applications, including navigation for robot
vehicles, signal processing, and medical image processing, and as a tool for .

vision research. For these applications, Warp is typically several hundred
times faster than the VAX 11/780. General Electric, which is Carnegie
Mellon's industrial partner for the Warp project, is building at least eight
additional Warp machines.

Warp has become a useful machine not only because of its high-performance
but also because of its high degree of programmability. The simplicity and
regularity of the systolic array architecture, which helped Warp achieve
high-performance, have also helped the successful development of an
optimized compiler capable of generating efficient code for the machine.
With this compiler, programming the machine for a variety of applications
becomes practical. 0

Carnegie Mellon has started working with Intel on the design of a custom
VLSI Warp implementation, called iWarp. The iWarp chip is a
high-performance floating-point microprocessor, using on the order of 600K
transistors. With the iWarp chip, Warp machines having hundreds or even
thousands of programmable cells configured in one- or two-dimensional arrays
are possible.

This talk will describe these latest developments in the area of
high-performance, programmable systolic arrays.

'N
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Programming an Optical Computer

Y. Abu-Moustafa
California institute of Technology
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.A.

BI-IN

A PROGRAMMABLE OPTICAL PROCESSOR BASED ON SYMBOLIC SUBSTITUTION

K.-H. Brenner, G. Stucke

Physikalisches Institut der Universitat "
Eriangen-NUrnberg, West-Germany

Abstract

A new architecture for a programmable optical processor is ",
proposed. It is based on a few simple substitution rules and
offers general computing capability.

1. Symbolic substitution

.he concept of symbolic substitution was recently introduced by
Huang and Brenner /1,2/. It is a powerful method to perform
optical logic in a two step process. On a rectangular array of
light sources, the first step is to recognize all the locations of
a certain spatial pattern within the array. In the case of
polarization logic the single pixels of the array can be 0
distinguished by orthogonal polarization states /3/. The second
step is to substitute a new pattern wherever the search-pattern
was recognized. This two step process is called a substitution
rule. Special rules can be applied to perform logic, arithmetic
and also communication. Thus a Turing machine can be realized,
which means that symbolic substitution is able to solve any %
computable problem. In a practical system, efficiency with respect
to speed and hardware is an important consideration. -'

2. A new architecture .

This paper introduces a new architecture (fig. 1) which offers
both generality and simplicity. Only three types of modules are
necessary:

Shift modules %

Switch modules
Logic module.

Each module consists of several recognition and substitution units 0
to perform a special set of rules. The modules are arranged in a
feedback loop. Normally an algorithm needs several loops through
the processor to produce the result. Nevertheless input to and
output from the processor can take place every cycle. Before a new
input enters a module, control information is added to the data.
This information represents the program that controls the S
processor.
3. Data and control plane

The input plane for a module is divided into two parts. A column
of data bits is followed by two columns of control bits (fig. 2). 0
The meaning of the data bits is not restricted to a special case
and can be adapted to the actual problem.

6
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* 4 Shift modules P%,

There are five different types of shift modules (fig. 3). Four of
these modules perform programmable horizontal shifts. Every row
has its own shift control. Therefore it is possible e.g. to shift
the second row to the left and the third row to the right. The
fifth module can shift the whole input plane vertically by one
pixel.
To achieve faster global interconnections the horizontal shifts
cover a range from -15 to +15 pixels.

5. Logic module -"

The logic module connects two vertically adjacent data bits and
generates four result bits. If the data bits are called 'a' and
'b', the following logic operations are carried out:

a AND b
a OR b
a XOR b
NOT a

These operations offer enough generality for flexible computing. W

The advantages of this module are the smnal" sized reccgnition
rules and the capability to select the required logic operation.
In addition to that, the logic operation can be changed by
changing the substitution rule - not the hardware.

6. Switch module

This module selects, which result bit from the logic module output .
is used as the actual result. The result bit can assume the state p

of bit 'a' or 'b' of the logic module, depending on the state of
the control information entering the module.

7. Summary

We have proposed a new architecture for a programmable digital
optical processor. Shift modules, switch modules, and logic
modules in a feedback loop, together with external control
information, constitute a general purpose programmable dig:tal
optical processor. All the modules are based on symbolic
substitution. •

8. References

/I/ A. Huang: "Parallel Algorithms for Optical Digital Computers" ,.

in Technical Digest, IEEE Tenth International Optical
Computing Conference, (1983), p. 13-17.

/2/ K.-H. Brenner, A. Huang, N. Stre-bl : "D:g:tal optical
computing with Symbolic Substitution", AppI. Optc,
25, 3054 (1936).

/3/ K.-H. Brenner: "New implementation of symbolic subst:tut-.on",
Appl. Optics 25, 3060 (1936).
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A Digital Design Technique for Optical Computing %
M. J. Murdocca ".

N. Streibl

AT&T Bell Laboratories
Holmdel, New Jersey 07733

1. INTRODUCTION %

Optically nonlinear arrays have been studied experimentally in the last few years. Results
encourage the development of computer architectures suitable for optics. We present a 0
computer design technique that makes use of optically nonlinear arrays and free-space
interconnects. In order to take advantage of the natural parallelism of this architecture without
suffering from limitations due to the regularity of the interconnects, novel computing techniques
are needed [1]. Pattern transformations and regular interconnects are the basic architectural
building blocks of the system presented here. The focus is on computational aspects of the
architecture. 0

2. THE ARCHITECTURE

We propose an architecture that consists of four pattern transformation rules and a regular
interconnect (Figure 1).

COPYl
\0

RIGHT A B C D a b c d,,,, W
+ ,...,

Am B b C e Dd

P ERF ECT " '
SHUFFLE - .

(a) (b)

Figure 1. Schematic of a digital optical computer (a), and 8-bit 1-dimensional perfect shuffle.

A two-dimensional input pattern is split into four identical images. Each of these images is
transformed by one of the operations: COPY, LEFT, RIGHT, or INVERT and is passed through
a mask before being combined with the other images on the target plane. The target plane is
fed through an optical perfect shuffle [2] and is imaged back onto the input plane. The machine
communicates with the outside world through the input and output planes.

We present four transformation rules based on Hluang's symbolic substitution [1] that provide
sufficient design flexibility at a relatively small hardware cost:

COPY a,, -, ,, 0
LEFT a,,, -. a

RIGHT a, 1 -- a .

INVERT a,, --, a, , 5%...

The boundary bits a0,, aN+ ,y, a, 0 and a,N+I are assumed to be zero. Bits that are imaged off
of the array do not take part in the computation. Each operation can be locally enabled or
disabled by making corresponding mask bits transparent or opaque. In the text that follows we .'e

show how to generate the masks to implement arbitrary logic functions.

9 %-
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3. AN EXAMPLE

Figure 2 shows a serial adder that we will use to illustrate the technique. There are two input
lines where two binary numbers enter, least significant bit first. The result appears on the
output line, least significant bit first. For two N-bit numbers N time steps are needed to
complete the addition.

.100 1
x SERIAL .. 1110

y .. .0 101 ADDER i'Z=X+Y ..

Figure 2. Serial adder.%

The adder can be characterized by two logic functions. One function computes the current
output, while the other function computes the carry. Boolean equations for the carry function
C,+1 and the output function zt 4 1 are given by:

et+ I (Z +Y)+ (Z+ c,)+ (y +c()

where a logical OR is denoted by +. Subscripts have been dropped from x and y for clarity.

Figure 3 illustrates a circuit corresponding to these equations that can be directly implemented
on the computer shown in Figure 1. Masks are shown in Figure 4.

xc x

a) e)

b).

Figure 3. Circuit layout of a serial adder.

0 ~ uu~~ ONE111111111111

131EEHU0oM SHOWROOM EHEEMEON suEDENEEN
ao0III o MEuOuuuu MOINOMME EM

OOOMOMM. 00131101111 UONEEOU EMEOUMEE
010011101111 anEDE DEEOMEME OEOM

ODDUMUNRO Eu..... .E....uM.U Mu

Figure 4a-d. Masks for a serial adder. COPY mask (a), LEFT mask (b), RIGHT mask (c),

INVERT mask (d). Note that the two transparent tiles in the bottom row of (d) j
correspond to output bits c and Z in Figure 3.].

The circuit in Figure 3 was generated by tracing the system backwards through the perfect0
shuffles and picking COPY, LEFT, RIGHT, and INVERT primitives as necessary to implement
the functions. The reason for going backwards is that there is only one variable on the left
hand side of the equations while there are many variables on the right hand sides. It is easier to%

100
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expand the left hand side until it looks like the right hand side rather than searching for an
arrangement of the perfect shuffle interconnect that combines all the right hand side variables
to produce the left hand side variable. We will implement both the next state function cc+, and
the output function z+, 1 for a network that is 8 bits wide.

Starting with the next state function

ct+= (z+ Y)+(X+ c,)+(Y+ c,)

we see that the outermost operation is the negation that covers the entire construct. The S
negation is shown in Figure 4.1 as c at an arbitrarily chosen output point. The operation to be
mappd now with subscripts removed from c, for clarity) is:
(X+ y)+ (Z+ c )+ (y+ c)
The outermost operation now is the three-input OR of the maxterms. If we trace Figure 4.1
back through the perfect shuffle, we can place the three-input OR at that point using the
RIGHT, COPY, and LEFT transformations as shown in Figures 4.k-4.1. The operations to be 0
map pd now are:_
(z+Y) (z+c) (Y+c)
The negation of each of the maxterms can be realized by the INVERT transformation as shown
in Figures 4.j-4.k.
(7+Y) (x+c) (y+c)
Each of the 2-input OR operations can be implemented as shown in Figures 4.i-4.j. The terms
z, y, and c have been placed at the inputs to the maxterms as shown in Figure 4.i, and are
carried back through the system as shown in Figures 4a-4i. The additional levels sort the
variables into position for cascading and pad out the circuit for z,,l which needs more than 4
levels.

Next we consider the output variable z 1, whose Boolean equation is mapped onto the network '

analogously. We start with the outermost inversion at an arbitrarily chosen output point •
(Figure 4.1). Since we do not have 4-input OR joins available in our model, we must break the
function up and implement it a few maxterms at a time as shown in the parenthesized grouping
in Equation (2) and in Figures 4.i-4.1. The rest of the equation is implemented in the remaining
levels shown in Figures 4.a-4.i. Note that the carry c at the bottom of Figure 4.1 directly lines
up with c in Figure 4.a for easy cascading.

.4 COMMEN\TS

The serial adder shown here is 8 bits wide and 12 pixels deep. The depth of the circuit can be
reduced by increasing the width of the circuit or increasing fan-in and fan-out. All path delays
through the system can be made equal to within a few feintoseconds, so the whole system can be
pipelined at the gate level. This means that the throughput in the optical implementation of
this architecture can be greater than an electronic implementation, which would typically have
4 or 5 gate delays per clock step.

The perfect shuffle (or a similar global interconnect, such as the banyan or the hypercube) is
not necessary to create a logically correct circuit, but it is necessary to create a shallow circuit.
The perfect shuffle provides the ability to permute space into an otherwise topologically dense
area. Through the use of the perfect shuffle, there is little need for random interconnections 0
between logic gates.

',.

'1 A. Huang, "Parallel Algorithms for Optical Digital Computers," IEEE 1988 10th
International Optical Computing Conference, 13, (1983). "" "

.

"2' A. W. Lohmann, "Optical Perfect Shuffle", Applied Optics, 25, No. 10, 1530, (May 15

1986).

.* J. e.*.

V,."..



MB3-1

Optical Systems for Symbolic Substitution %

Joseph N. Mait* and Karl-Heinz Brenner
Physikalisches Institut der Universitit Erlangen-Nurnberg 4,-

Erwin-Rommel-Str. 1 V
D 8520 Erlangen

Federal Republic of Germany

I. Introduction V%

Symbolic substitution has been proposed as one means of performing digital ".-.
computations optically [1,21. In such a system, information is distributed throughout .

an assemblage of spatial patterns and is then processed via the transformation of
these patterns. For example. the logical AND operator is represented by four A

transformations: 0 for 00. 0 for 01, 0 for 10. and 1 for 11. In addition, when the
data are seen as patterns and the operator as a pattern transformation, spatial coding
of patterns follows naturally.

An optical system for implementing symbolic substitution must consist of a
pattern recognition system, an optical NOR gate, and a pattern substitution system F
lI]. Using only classical optical and phase-only holographical elements, optical
systems for both the recognition and substitution components have been designed.
Phase-only elements were the only holographical elements considered so as to insure
maximum light throughput from input plane to output plane.

II. Review of Symbolic Substitution

The necessary steps for implementing a given pattern transformation are
recognition of the search pattern in the input (e.g., 00) followed by substitution of
the scribing pattern (0 for 00). Since each transformation rule requires its own
recognition/substitution system. the total number of such systems is equal to the
total number of transformation rules. It is therefore necessary that the input be
replicated this same number of times and. similarly, it is necessary to combine the
individual outputs from each system to realize the final output.

To recognize a particular search pattern the input must be further replicated
according to the number of logical zeroes present in the pattern [1]. Each replica is
then shifted and overlayed such that if the search pattern is present in the input all
the zeroes of the search pattern are aligned in one reference location. Performing a
logical NOR operation on this location produces a logical one only if the pattern is
present and a zero if it is not, which completes the recognition.

Replications and shifts can also be used to substitute the scribing pattern once
the search pattern has been found. Since the scribing pattern is simply a pattern of
ones and zeroes it can be generated by replicating the output of the recognizer
according to the number of ones present in the scribing pattern and then shifting the
replicas to place the ones in their proper positions.

Ill. Optical Systems for Recognition and Substitution Operations in Symbolic S
Substitution

When considering optical implementations of symbolic substitution, data can be
coded using either intensity [1] or polarization [2]. To avoid ambiguities in
processing when intensity coding is used, it is necessary to code logical ones and .-

zeroes as patterns of both high and low intensity, not simply one or the other.
Since the complement of a result is always present. intensity coding is also referred ]
to as dual-rail logic [1].

N--. Nm
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For polarization-based logic systems it is unnecessary durin& recognition to
replicate and shift according to the zeroes of the search pattern [2]. Instead. 0
polarization rotators and a polarized filter produce a null response if the search
pattern is present. The operation of the NOR gate and the substituter are
unchanged.

In Ref. 1 an optical system is presented that employs a Michelson
interferometer to produce two shifted replicas for a simple dual-rail logic system.
The operation of the system. however, is based on geometrical optics and not
diffraction. With diffraction-based systems. though, it is possible to achieve higher .-

order replications and shifts. To this end. both single-channel and dual-channel ""
systems have been designed for performing symbolic substitution: the number of .-.
channels indicates the number of holographic elements utilized. '

In a single-channel system a single hologram first produces multiple replicas of . "
the input data. For dual-rail logic the number of replicas is determined by the 0

total number of logical zeroes in all the patterns to be recognized; for polarization
based logic, the number of replicas is equal to the number of substitution rules.
The necessary shifts or polarization rotations are then accomplished separately using 1
prisms or rotators.

A dual-channel approach uses two holograms to produce the replications and
shifts simultaneously. The dual-channel system, however, can only be used for
dual-rail logic since it does not allow for rotation of polarization.

A. Single-Channel Systems

In a single-channel system. all operations (replication, shift, and polarization
rotation) are performed separately and. therefore, follow each other sequentially as
represented in Fig. 1. Figure la represents schematically a recognition system using %

dual-rail logic, wherein replication of the input is performed by the hologram and
the necessary shifts are performed usirg prisms. The second set of prisms images
each of the shifted replicas on top of each other. Figure lb is a polarization-based
logic system. Replication of the input is again performed by a hologram, the ,,'-,

necessary changes in polarization are achieved using polarization rotators, and the
prisms allow the images to be overlapped. The final polarizing filter completes the 0
recognition system by producing a logical zero if the search pattern is present.

Substitution systems for dual-rail and polarization logic can be constructed by
reversing the order of operations in the recognition systems. The role of holographic
combiners and splitters must be interchanged. Several procedures for designing the
splitting and combining holograms are possible, including iterative techniques [3,4]
and the solution of nonlinear equations [5.61. 0

B. Dual-Channel Systems for Dual-Rail Logic %
As mentioned above, a Michelson interfermeter can be used to produce two . .

shifted replicas of an input. However, using two phase-only holograms in %

conjunction with the interferometer it is possible to realize multiple shifted replicas.
It is necessary, though. that the holograms be placed in the Fourier plane of the
system as represented in Fig. 2. The form of the holograms depends on whether the
lenses in the system are cylindrical or spherical, as is described below.

1. Cylindrical Lenses '1
In a single-channel approach to dual-rail symbolic substitution the replications

and shifts are performed separately. In a dual-channel approach holograms are used 0
to both replicate and shift. Since the impulse response of the system is two- , .-.
dimensional, it can be expressed in terms of several one-dimensional responses and '%.
cne-dimensional methods can still be used for hologram design. An optical system %

13
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for realizing such an implementation must be capable of imaging in one dimension
and Fourier transformation in the other. This can be accomplished using cylindrical -.-

lenses: the holograms being designed on a row by row basis, each row producing a 0

one-dimensional sequence of replicas. The necessity for two holograms follows from -'

the need to produce separate holograms corresponding to the real and imaginary parts . -

of the transfer function [7].

2. Use of Spherical Lenses-Dual-Phase Method

With spherical lenses the transfer function of the system in Fig. 2 can be S
written

P(u.v) = IP(u.v) expljo(u.v)) (1) -.-

= (1/2) {exp[jE+(u.v)] exp(jo) + exp[je_(u.v)]}.

where

e+(u.v) = O(u.v) + cos-'IP(u.v)l - €,. (2a)

o_(u.v) = e(u.v) - cos-'IP(u.v)l. (2b)

Equations (1) and (2) will be refered to as the dual-phase representation of P(u.v).
The dual-phase decomposition is neither new nor novel, being used first as a method
for designing single phase-only holograms [8]. To construct a single phase-only
hologram the effects of the cosine, or parity, term must be reduced. However, using
two pupil functions Fq. (1) can be realized exactly to within the limits allowed by .

quantization. To this end the algorithm presented in Ref. 9 has been improved to
further reduce the effects of quantization error [7].

IV. Discussion and Concluding Remarks

Symbolic substitution represents a new and powerful logic wherein spatial
location of data is as important to function realization as is the data itself. The

two-dimensional nature of symbolic substitution logic is therefo e ideally suited to
an optical implementation. As has been presented here, the simplicity of the logic
philosophy is augmented by the simplicity of the optical systems necessary to
construct a symbolic substitution system.

A symbolic substitution system requires only a pattern recognizer, an optical
NOR gate. and a pattern substituter. Since the recognizer and substituter perform
similar operations. similar optical systems can be used to realize them. Optical
systems using only classical optical elements and phase-only holographical elements
have been presented for realizing these operations.

The support of the Deutsche Forschungsgemeinschaft is gratefully acknowledged. .
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THE STRENGTHS AND WEAKNESSES OF OPTICAL ARCHITECTURES
BASED ON SYMBOLIC SUBSTITUTION " "

Thomas J. Cloonan S
AT&T Bell Laboratories

Naperville Rd., Naperville, IL. 60566 €,,

1. Introduction- Symbolic substitution (S.S.) is a parallel technique for pattern replacement
within a binary array. S.S. can be used in optical architectures to perform many different
operations'l. There are several different ways to implement hardware which performs S.S.
operations. This paper presents four different optical architectures based on S.S., and the
strengths and weaknesses of each architecture are analyzed. This paper will deal only with
architectural issues, leaving the detailed issues of implementation to future studies.

2. Architecture A- Architecture A (Fig. 1) implements "bit-by-bit S.S." using bistable latches as .-

storage elements. Bit-by-bit S.S. is defined to be S.S. in which the matching phase
(identification of the Left-Hand Side (LHS) pattern) is performed by repeatedly shifting array
A and exposing it on array B. The scribing phase (writing of the Right-Hand Side (RHS)
pattern wherever the LHS pattern was found) is performed by repeatedly shifting array B and
exposing it on array C. The results in array C are then inverted by the inverting array and
written back into array A (in preparation for the execution of the next set of rules).

The bistable optical NOR latch used in Architecture A is "powered up" in the set state, and
any logic "1" input resets the device to the reset state. Thus, the device can record the •
occurrence of any logic "I" input. Unfortunately, the latch can only be returned to the set %
state by re-initializing the entire array. If the destination array is re-initialized prior to data
movements, then the shuttering spatial light modulators (SLM's) can control the flow of data.
The dynamic beam-steering elements can provide five global space-invariant connections
corresponding to North, South, East, West, and Straight data movements in the latch arrays.
Any two of these data movements can be implemented with a single pass around the small -

array loops, because each loop contains two beam-steering elements. Combinations of these
data movements can be used to shift arrays any distance in any direction.

Architecture A has two main strengths. Its primary strength is that any Boolean function can ,,
theoretically be implemented by executing a different sequence of LHS--RHS rules. Thus,
the hardware is capable of performing AND, NAND, OR, and NOT functions even though
the basic logic element is a bistable NOR latch. Another strength of Architecture A is
realized if the hardware performs parallel processing operations using Single-Instruction
Multiple-Data (SIMD) concepts. For example, many pairs of numbers can be added in exactly
the same amount of time as a single pair of numbers, because the same set of LHS--RHS rules
are used in either case. Thus, the effective processing power of the simple architecture can be
greatly increased by merely enlarging the latch arrays to allow for more data storage.

Architecture A has several distinct weaknesses. The most obvious weakness is the extensive ,
processing time required to implement relatively simple functions. This is a direct result of the
serial execution of many shift and expose instructions. The processing time is also increased
due to the use of bistable latches in a dual-rail system. In order to maintain integrity on the
dual-rail data, extra S.S. rules must be implemented to match on all possible input bit
combinations in array A so that all of the bits in array C will be set to valid dual-rail values. 0
The processing time can also suffer from the fact that array A must be cleared prior to the
feedback of data from array C. As a result, data in array A can be saved only by copying it to
array C. This will greatly add to the processing time. Another weakness is that Architecture
A requires a large number of bistable latches. This hardware complexity is due to the use of
dual-rail logic, and can also be due to the use of distinguishing symbols around operands.

3. Architecture B- Architecture B (Fig. 2) is very similar to Architecture A, because it also
implements S.S. on a bit-by-bit basis. The primary difference is that Architecture B uses R-S

A,
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flip-flops as storage elements instead of bistable latches. The R-S flip-flop is a logic element ,.
with two optical inputs (set and reset) and two optical outputs (uncomplemented data and
complemented data). Inputs to the flip-flop must exceed a specific threshold intensity to set
or reset the device, so the flow of data can be controlled using enable pulses instead of SLM's.
The elimination of SLM's simplifies the hardware, but it also complicates the dynamic beam-
steering elements, because the beam-steering elements must perform the multiplexing function.
For the architecture in Fig. 2, six different connections are provided by the beam-steering
elements. Five of them are the North, South, East, West, and Straight data movements used in
Architecture A. The sixth connection is the Copy connection which multiplexes data from
array A to array B (or B to C). In addition to providing these connections, the hardware must
also provide selective enables on the set and reset inputs to the flip-flops. The operation of
Architecture B requires data from array A to be copied into array B. Matching of the LHS
pattern is achieved by shifting and exposing array B onto array C. Scribing of the RHS e%
pattern is achieved by shifting and exposing array C back onto array A.

Due to the similarities between Architecture A and Architecture B, all of the strengths of
Architecture A are also found in Architecture B. Thus, Architecture B can support SIMD
processing, and it can also perform (in theory) any Boolean function. Architecture B offers
several other strengths due to its use of R-S flip-flops. One of the biggest advantages is that
flip-flops are automatically set up in a valid state (i.e., complementary signals always have
complementary values). This can eliminate the need for matching on all possible input
combinations and greatly improve the overall processing speed. Another strength is due to the
fact that flip-flop arrays do not need initialization prior to scribing. Since scribing of array A
occurs only where matches occurred, unmatched regions of the array are left unaltered, and
copying of data is no longer necessary. The elimination of initializations and selective copying ,"1"4'

can help improve the processing speed of the architecture.

Since Architecture A and Architecture B share many similarities, they also share many of the •
same weaknesses. One of the weaknesses that they share is their slow processing speeds
(which result from numerous bit-by-bit processing steps). Both of the architectures also '"'," "

require a large number of gates, and both require the inefficient use of distinguishing symbols. ."

One disadvantage found in Architecture B (and not in Architecture A) is the need for
selective enables on the flip-flop arrays. These can add to the hardware complexity. "I,

4. Architecture C- Architecture C (Fig. 3) is slightly different from the previous architectures, V
because it employs "parallel S.S." Parallel S.S. is defined to be S.S. in which the matching phase %
and scribing phase take place simultaneously. In addition, all of the bits in the LHS pattern ,
are scanned in parallel and all of the bits in the RHS pattern are written in parallel. This .
eliminates the need for shifting the data arrays, which greatly simplifies the system hardware.
The hardware requires only two storage arrays (X and Y). These storage arrays can be built
with either bistable latches or R-S flip-flops, but the design presented here will utilize flip-
flops. The processing logic block consists of a dynamic beam-steering element (to select the
set of rules to be executed), a beam splitter (to split the source array up into N identical copies
for the N LHS-RHS rules to be executed), a static input beam-steering element (to direct the
beams to the appropriate AND gates for matching), an array of AND gates (to detect the
desired input combinations), and a static output beam-steering element (to direct the beams to
the appropriate set or reset inputs on the destination array of flip-flops). -0

A typical instruction is executed by first copying the data from array X to array Y. The
processing logic then matches on array Y and scribes the appropriate results back into array r.
X. Data flow is controlled using enable pulses as in Architecture B. The dynamic beam-
steering element allows the user to choose between several different functions offered by the
static beam-steering elements. For example, a typical system might provide static elements to
do LHS-RHS rules for both addition and multiplication. The configuration of the dynamic
beam-steering element would determine which of these functions is executed. .
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Architecture C has several unique strengths. The biggest advantage is its increased processing
speed, which results from the execution of multiple rules in parallel and from the elimination
of array shifts. Its speed can also be increased since the need for data copying is eliminated
(results are written directly back into the appropriate flip-flops of array X). Architecture C
can also benefit from SIMD processing (as did the previous two architectures). Another
strength of Architecture C is its reduced gate count. Only the two storage arrays (X and Y) r
and the AND gate array are required for the entire system.

There are several weaknesses associated with Architecture C. The biggest weakness is that %
parallel S.S. is not flexible, because it is not capable of implementing all Boolean functions
(like bit-by-bit implementations can). The only Boolean functions it can implement are those
which are supplied by the static beam-steering elements in the processing logic. There are
also physical limits to the number of times a light beam can be split, and this limits the number
of substitution rules which can be executed in parallel. Architecture C still requires the use of
distinguishing cells (as did the previous two architectures), so this is another weakness.

5. Architecture D- Even though Architecture D (Fig. 4) implements parallel S.S., it is very S
different from the other architectures because it employs "one-rule S.S." Murdocca presented''
one-rule S.S. as a means of implementing cellular automata[2. Using one-rule S.S., any Boolean
function and any data shift can be implemented through repetitive execution of only a single
LHS--.RHS rule. Instead of the Boolean function being defined by substitution rules in an
external control unit (as in the previous three implementations), the Boolean function is
defined by bit patterns held in the storage array along with the regular data bits.

A single processing cycle starts with the instruction patterns and "input" data bits stored at %
specified locations in the X array. These instruction patterns and data bits are then copied to " '

array Y. The substitution rule would then be applied to the entire Y array with the results
selectively scribing array X. This processing cycle would have to be repeated many times
before the "output" data bits would eventually appear at specified locations in array X.

The primary strength of Architecture D is that any Boolean function can be implemented
using only a single LHS-.RHS rule. As a result, the hardware in the processing logic is
simplified. In addition, the elimination of dynamic beam-steering elements greatly reduces the
overall system complexity. Like Architecture C, Architecture D allows for SIMD processing .
and eliminates the need for data copying (which can improve processing speeds). Z,

The two biggest weaknesses of Architecture D are the large storage array sizes and the slow
processing speeds. Both of these problems can be seen as trade-offs for the simplicity of the
single substitution rule. The system requires large storage arrays, because the instruction
patterns consume a large number of flip-flops in the storage arrays. Slow processing speeds

, result from the many cycles which must be repeated to produce final results.

6. Discussion- Several general observations can be made about architectures based on S.S.
First, as a result of the two-dimensional nature of pattern matching, the systems do take
advantage of the inherent parallelism of optics. In addition, they are well-suited for SINMD
applications (without requiring extensive software modifications). However, most S.S.
architectures also share the inherent problems of slow processing speeds and the need for data
boundary identification (forcing the use of inefficient distinguishing cells).

In order to compare processing speeds, a typical application (4-bit binary addition) was
simulated for each of the architectures. If TL = latch (or flip-flop) switching time, TD = %;-.

dynamic beam-steering element switching time, and Ts - SLM switching time, then the total
processing times were given by:

1) Architecture A 232*T+136*TD+204*Ts 3) Architecture C = 12*T +4 *TD
2) Architecture B = 2 2 8"TL+ 8 0*TD 4) Architecture D = 4 50*TL.

Some generalizations regarding S.S. architectures can be deduced froi., hese results. First,
architectures that employ R-S flip-flops tend to be faster than those tha, use bistable latches. -,
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Secondly, as hardware complexity increases, processing speed also tends to increase.
However, as hardware complexity increases, system flexibility often decreases (i.e, the system
is unable to perform all Boolean functions). System designers must weigh these trade-offs
carefully before deciding on the type of architecture to use in an optical processing system. .--
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DgaBinary Image Algebra and
Digital Optical Cellular Image Processors

K. S. Huang, B. K. Jenkins, A. A. Sawchuk 0
Signal and Image Processing Institute
Department of Electrical Engineering -

University of Southern California
Los Angeles, CA 90089-0272

Image processing and image analysis tasks have large data processing requirements and in-
* herent parallelism and are well suited to implementation on digital optical processors because
,. of the parallelism and free interconnection capabilities of optical systems [1][2]. Recently, sev-

eral techniques for constructing optical cellular logic processors for image processing have been
proposed [2]-[51. Through parallel studies of architectures, algorithms, mathematical structures,
and optics we have found that: 1) cellular automata are appropriate models for parallel image
processing machines [6]; 2) an image algebra extending from mathematical morphology [7] 181 can

lead to a formal parallel language approach to the design of image processing algorithms; 3) the
algebraic structure serves as a framework for both algorithms and architectures of parallel image
processing; and 4) optical computing techniques are able to efficiently implement image algebra
based on cellular logic architectures (e.g. cellular array, cellular hypercube etc.). Here we will
first discuss image algebra and then architectures for its implementation. .

An axiomatic image algebraic structure has been developed to provide a standardized, unified, i
efficient, and simple mathematical structure for image processing. Two special cases of this are
"binary image algebra(BIA)" which deals with 2-D binary digital images and "spatial image
algebra(SIA)" which is a generalization of BIA and deals with gray-level and complex-valued
images. In these algebraic structures, images are vectors in a space, and image description or S
information extraction is done by using reference images to model or transform the original image
to a final state in which the desired property can easily be measured. Thus, the art of designing
image processing algorithms becomes how to choose "good" reference images and transformations,
which play the same role as the reference axes in describing a vector in a space.

In BIA, an image X is defined as an element of P(W): the power set of the universal image
W (W = {(a,b) I a E Z,b E Z}, where Z = {0,±,±2,..., ±n} and n is an integer), and an image
transformation is a function T : P(W) -- P(W). We have shown that two fundamental principles
can serve as the basis of BIA: %

Principle 1. Fundamental Principle of Image Transformations %"
Any image transformation T can be implemented by using appropriate reference images R and the .. t

three fundamental operations: (1) Complement X of an image X, (2) Union U (or Intersection) ,
of two images, and (3) Dilation e (or Erosion) of two images;

Principle 2. Fundamental Principle of Reference Images
Any reference image R can be generated from a basis set of elementary images E that includes a
pixel at the origin (0,0) and its four nearest neighbors, by using the three fundamental operations.

In practical applications, a reference image R can be generated from a set of elementary .
image(s) E, by a "sequential dilation". Symbolically, if R= El e E2  ... Ek, then

X (D R = .. ((X (D E ) @ E2) (D ... (D Ek). ''

Thus, a small programmable neighborhood configuration mask with a simple gate array and

an interconnection network can be used to carry out any operation which employs an arbitrary •
reference image. Figure 1 shows a block diagram of a digital optical cellular image processor

(DOCIP) which implements the two fundamental principles in parallel.

20

N0

%* S4 * %. .



... a. .- -i -i: .i ,-., ,., 5e.. . -9, / ,, . - . - .- .. p *., . ° . , o: ,, =

MB 5- 2 0

This system is a finite state machine based on cellular logic which minimizes the optical hard-
ware complexity and can easily implement BIA algorithms. To avoid the well-known drawbacks
of conventional computers based on von Neumann principles 1,- i5, the machine in Fig. I has
one instruction which implements the three fundamental operations of Principle I along with
fetch and store. This design usees the parallelism of optics to simultaneously execute instructions
involving all N2 picture elements.

Basically, the proposed DOCIP as shown in Fig. 1 is a cellular SIMD machine and consists.Ile%
of an array of cells or processing elements (PEs) under the supervision of a control unit. The
control unit includes a clock, a program counter, a test and branch module for feedback control,
and an instruction decoder for storing instructions and decoding them to supervise cells. The
array of cells includes a destination selector, three memory elements for storing images, a memory - .
selector, and a dilation unit.

The entire system can be realized by an optical gate array with optical 3-D interconnections [1]
12i 9J [101 . Alternatively, control of the DOCIP can easily be realized by using an electronic host
instead of the optical control unit, since control of SIMD systems is primarily a serial process. The S
tradeoff is a possible inefficiency in the interfaces between electronic and optical units. Because
of this, the all-optical approach may be preferable in the long term.

The DOCIP shown in Fig. 1 operates as follows: (1) a binary image (N x N matrix) is selected
by the destination selector and then stored in any memory as the instruction specifies; (2) after -V
storing the images (1 to 3 N x N matrices), these images and their complemented versions are
piped into the next stage, which forms the union of any combination of images; (3) the result is
sent to a dilation where the reference image specified by the instruction is used to control the type
of dilation; (4) finally, the dilated image can be output, tested for program control, or fed back to .".r

step (1) by the address field of the instruction. The allowed configuration of the reference images W. .,.,
E at a cycle actually define the interconnection network of DOCIP. Therefore, the system of Fig.
1 can implement a conventional nearest-neighbor connected cellular array (DOCIP-array), and
can be extended to a cellular hypercube (a two dimensional DOCIP-hypercube is shown in Fig.
2) which is very difficult to realize on a planar VLSI chip [11].

We have performed computer simulations and some preliminary gate-level design work on
the cells for both the DOCIP-array and DOCIP-hypercube. To efficiently utilize optical gates,
they can be interconnected them with a 2-D optical multiplexing technique in which a common S
controllabe mask is used for all cells. The optical multiplexing technique has following advantages:

1) the DOCIP will no longer require the broadcasting of instructions from the control unit; 2) it
will reduce the number of gates; and 3) each cell has a simple structure - essentially containing
only a 3-bit memory with inverting and non-inverting outputs, and a multiple-input OR gate for
dilation.

In the DOCIP-array, each cell is connected with its 8 nearest neighbors (this is called a Moore
neighborhood) or its 4 nearest neighbors (this is called a von Neumann neighborhood). Our
preliminary design work indicates that each cell will require 0(1) gates (- 43 3-input NOR gates .

for the 8-neighborhood case, - 37 3-input NOR gates for the 4-neighborhood case). By further
applying the optical multiplexing technique as stated above, it can be reduced to - 22 3-input
NOR gates per cell for the 8-neighborhood case and - 20 3-input NOR gates per cell for the
4-neighborhood case. The DOCIP-array performs global operations (employing reference images -'

R of size O(N) x O(N)) in O(N) time, but requires only 0(1) to carry out input/output and
local operations (employing reference images R of size 0(1) x 0(1)).

In the DOCIP-hypercube, each cell has 0(logN) connections ( at most 4 log((N + 1)/2) + 1
connections for extending the 4-neighborhood and at most 8[log((N + 1)/2)1 + I connections
for extending the 8-neighborhood) for an N Y N array. The complexity (the number of gates
required) of each cell will increase to 0(logN) which is proportional to the number of connections

N N.

21,

.b % "% " % % %" " ' " % % %" ",%"%



I ~ ~ ~ ~ ~ ~ J I'- -J ~h ~~r Y.Jry. j'j hr UJ'X- (74 -lF5l2.P-g .-Id~ WWO. F:,. ,e.

4B 5- 3

for each cell. For example, considering a 127 x 127 array: 1) when extending the 4-neighborhood,
each cell in the DOCIP-hypercube has at most 25 connections and requires -- 47 3-input NOR %
gates or - 30 gates with the optical multiplexing technique; 2) for extending the 8-neighborhood,
each cell in the DOCIP-hypercube has at most 49 connections and requires -- 59 3-input NOR
gates or - 38 gates with the optical multiplexing technique.

In contrast with the DOCIP-array, the DOCIP-hypercube increases the interconnection corn-
plexity to O(logN) and cell complexity to O(logN), but is able to perform global operations
in O(logN) time. Comparing with the conventional electronic array processors having serial or % %

N-parallel input/output, the DOCIP-array will have the same order of performance in local and
global operations but will be improved in input/output performance. The DOCIP-hypercube will 0
not only be improved in input/output performances but also in global operations. One important
feature in the design of the DOCIP-array and DOCIP-hypercube is that optical 3-D free inter-
connection capabilities can be used to reduce the cell hardware requirements as well as solve the
global connection and I/O problems which are difficult to solve by the planar VLSI technology. -

Another interesting question is: "Can we also build an analog optical computer to do morpho- -

logical image processing?" The answer is "yes", because the dilation and erosion can be achieved
by adding thresholding to the convolution and correlation operations of Fourier optics. However,
analog optical morphological processors will face analog drawbacks such as dynamic range, accu-
racy limitations, and flexibility limitations etc. as do other analog systems. On the other hand,
DOCIP not only offers the advantages of digital systems and optical signal processing, but also
can be implemented with hardware of low complexity. .-
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A Bit Serial Optical Computer
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Summary

Optical techniques have a number of potential benefits for information
processing. They include a high degree of parallelism, high speeds, short
pulses and non-interference of signals. Many of the attempts to use the non-
linear optical technology which is beginning to emerge in the device physics
area has concentrated on the spatial parallelism available in optics. Problems
which have arisen with this approach have included design and fabrication of
arrays of optical elements, accuracy of data representation, controlled permu-
tation of data, synchronization with a master clock and optical to electronic
interfacing. But spatial parallelism is not the only advantage of optical com-
puting. The extremely high speeds and short pulses which are possible allow
the exploitation of the time domain to obtain significant processing power.
Serial computer designs are based on the time domain. Exploiting the time
domain is not an alternative to spatial parallelism in optical computing but is
complementary to it. Since information in an optical computer is represented
by pulses propagating at the sped of light there is a homogeneity between
time and space which is not present in an electronic computer. Difficult serial
design issues must be addressed in optical computer architectures even in
predominantly parallel designs. Finally, there are reasons why a serial archi-
tecture may lead more rapidly to functional optical computers than one rely-
ing heavily on spatial parallelism.

The immature state of optical logic and switching elements from the per-
spective of computer architecture promises to delay the study of optical com-
puter architectures unless a way can be found to produce interesting archi-
tectures using only a few logic elements. The situation with optical devices
today is much the same as was the situation in the 1950's with electronic dev-
ices; there are few working devices and they are of a rudimentary nature.
One of the l)rime architectures of the 1950's was the bit serial one; an archi-
tecture which required few devices, yet achieved its complexity through the
spee(d of those (levices. In this tyl)e of machine, logic for a single bit suffices
to handle all bits of a word. Useful machines were built with as few as a
dozen active electronic logic elements and delay line type memory. In optical

computing, bit-serial design is not merely a way of implementing a significant
system with few components. The duality of time and space which underlies
a system using photons to represent information makes an understanding of

serial operation essential to the dIesign or any optical architecture. As a sim-
ple illustration of the impact of this duality, consider the addition of numbers
represented digitally by bits presented at equally spaced positions along a
line in space at an instant of time. The fundamental problem in digital addi-
tion is the carry, which allows information from the low order bits to pro-
pagate as far as the high order ones. If the bits are represented electronically,
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the carry propagation can be done with logarithmic delay using the standard
carry lookahead circuit, as sketched in Fig. 1. But, the logarithmic nature of
the result depends on the assumption that all delays are lumped in active
devices and that none occur along interconnecting wires. If the bits are
represented optically, the interconnection time is as important as the logic
delay, and the carry propagation time becomes linear in the number of bits.
In fact, the fastest way to propagate the carry is to have the photon packets
representing the bits move transversly along their line of presentation past an S
active optical element which will compute and propagate the carry. This is a
bit serial approach.

Data storage in early bit-serial computers was usually supplied by some
delay mechanism. Optical fiber loops seem to offer the best method for delay
line data storage in the proposed system. The fibers would also supply inter-
connection between system components. The fact that interconnection is
supplied by the same delay lines used for data storage naturally introduces
pipelining at the logic design level and gives a significant geometric com-
ponent to the architectural design. To preserve information for long periods,
signal level restoration is essential. To locate information in a storage loop
and access it reliably, temporal synchronization is required. Level restoration

dat~alongest daa path .'"%

C L
CL- Carry Lookahead unit

CL CL

CLCL CL CL.-,

Opera'dHh 6Operand b "''

bit bit
7 0

FA - Full Adder cr delay

longest data path -4

Figure 1: Optical Carry Path in Addition
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and synchronization are basic to all parts of the computer architecture, but
they are perhaps most easily discussed in relationship to the memory loops.
Amplification can be provided by discrete excitation locked lasers, mimicing
the use of discrete transistor amplifiers in electronic systems. A promising, S
but more remote, possibility is offered by externally pumped, doped optical
fiber, in which distributed amplification of propagating pulses has been
demonstrated. Several alternatives for temporal resynchronization in the
memory loops are possible. Self-synchronizing bit streams containing timing,
address and data bits are used in single track recording devices such as flexi-
ble disks and are perhaps the most robust mechanism for optical data
storage. The key factor to be studied in this connection is the extent of the
optical logic reqluired to extract the informat ,)n encoded in such a stream.
Other alternatives are electronically controlled optical phase shifters to ini-
tially align and correct for differential drift in multiple. synchronizd, delay
line storage loops. If discrete optical amplifiers are used for level restoration, 0
these can be clocked to provide simultaneoi's temporal resynchronization.

Another method used to process multiple data items with the same
hardware is that of pipelining. This general technique appears in the form of
overlap in sequential computers, vector arithmetic units in supercomputers
and systolic arrays in VLSI design. Shared memory multiprocessors have also
been built by pipelining instructions, as well as !ata streams. An architec-
ture drawing ideas from both bit serial computers and multiple stream pipe-
lining promises to yield a high degree of computational richness using only a %
few optical switching elements, leading to an actual hardware implementa-
tion in a relatively short time frame. An implementation would not only lead
to a better understanding of optical computer architecture but would also
stimulate and interact with optical device technology. L, the bit serial
domain, l)ipelining ideas lead naturally to the time multiplexing of indepen-
dent information streams. This gives a natural interface between optical pro-
cessing at high speeds but with limited parallelism and electronic devices
where spat ial l)arallelism is well developed but processing speed is limited. In
the early stages of development, a moderate sized electronic computer will be
required to supply data, control operation and record outputs from the opti-
cal cmlputer.

Bit serial computation reqpires delay lines of several lengths. A common 10
unit is thle one word delay line used for an -ccumulator or other working
register. The longest (lelav lines are those used for multiple word memory
loops while the short(,st is the one bit loop used, for example, for the carry bit
in addition. Practical construction issues place a lower limit on the size of
the smallest loop, but it is possible and desirable to multiplex many, nonin-
teracting bits within such a loop. For example, at a 10 GlIz bit rate a one bit
delay would have a length of 2 cm (in glass), but, depending on the speed of

the optical switching devices, 10 to 100 nonmteracting bits could be multi-
plexed within the 2 cm loop. The technique of processing noninteracting
information units in adjacent time intcrvals is the essence of pipelining.
Since there is no distinction between the limitations on processing control or
data bits optically, a powerful approach is to time multiplex complete
instru tin streams to produce a pipelined multiprocessor. This has the
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advantage that spatial parallelism is easily incorporated to increase the
degree of multiprocessing as arrays of optical logic elements become available.
The switching rate of active optical devices can be kept much lower than the
bit rate of the switched stream by properly engineering the granularity of the
time multiplexed information stream. By granularity we mean a minimum
time, and hence space, separation between adjacent bits of the same informa-
tion packet. Bits which follow each other more closely in an optical stream
need not interact and are passed through logic and switches in a pipelined
manner.

The most promising technology for future optical computers does not
necessarily correspond to that available for immediate application. Without
a pilot program using available components, computer architects will be
unable to contribute to this important, evolving area until late in its growth
cycle. An initial system can be built using Ti:LiNbO3 directional couplers in
various hybrid configurations as the passive and active elements of the sys-
tem and optical fiber as the "between" element transmission medium. A
more mature system would use monolithically integrated GaAs circuit ele-
ments, connected by optical fiber off chip and by integrated optical
waveguide on chip.

High serial bit rates are presently attainable with optical devices. Mode .

locked semiconduetor lasers can, for example, produce 1 psec pulses
separated by 100 psec. Pipelining techniques can be used to produce a much
faster clock by ,optically fanning out the low duty cycle clock described above
using a pJassike star coupler, cutting fiber lengths to provide interchannel
delays. and rec(mlining the shifted pulse trains with an NX 1 coupler. Such 6

(dlav line shift multiplexing can increase the clock frequency by one to two ,.
,rder ,of (ruaitue. 'he generalion of input data streams for the optical %
c,,l(pitr .m 1w dne in a similar way. One can provide N electronic data
*tran-. (,:i1 at a .I,,ck rate equal to the optical clock rate divided by N,
uing a ighly parallel electronic computer. Using Ti:LiNbO3 directional
,',oulers. l.:,,h elbtoronic bit can be strobed with the correctly delayed clock -

channel and the infirmalion can be time multiplexed in a single fiber using
, opt i,.:l fan-in as dscrilbed aboe for the clock.

Conclusions
Th,,re is a two(,fold advantage to studying bit-serial optical computers.

On the practical side, a h:rdware implementation is realistic enough to excite
the intfrt of computer architects as well as device designers. Promising %
ideas and pitfalls can be more rapidly determined with an actual implementa-
tion to guide the research. On the theoretical side, there is really no parallel
operation in an optical computer since data items separated in space require S

time to interact. One could imagine that the architecture of an optical com-
puter is limited to the surface of a relativistic light cone. This interchangea-
bility of time and space will lead to some hard problems, even in the most
parallel architectures, that can be addressed in their purest form by starting """
with a bit-serial design.

27 %1.4
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Summary:

Four-dimensional optical crossbar -

Adolf W. Lohmann and Wilhelm Stork

Physikalisches InstitUt der Universitit

8520 Erlangen, FRG

2
An ordinary crossbar is a two-dimensional array of N binary switches. N

input channels communicate in any configuration with N output channels. It

has been suggested before to implement the N channels as an one-dimensional

array of parallel light rays, and to implement the binary switches by 0

polarising beam-,litters and electro-optical half-wave plates. Each of the

rays may be subdivided into several pixel channels in order to exploit

fully the inherent parallelism of free-space optics.

Such a two-dimensional crossbar would be "planar" in the sense of a typical

optical setup with many components (lenses, prisms, mirrors...) mounted at

the same height above a table. The next obvious generalisation of such a

crossbar would be a cubical volume, filled with beam-splitters, switches 5

etc. A typical group of components (2 beam splitters and two polarisers) is

called a "knot". These knots are arranged in three-dimensional cartesian

fashion. Each knot would have three input-channels, coming from three

orthogonal directions. Three output channels leave the knot at faces %

opposite to the inputs.

This concept may look attractive from a geometrical point of view. But such

a three-dimensional bus would require ternary (three-way) switches as parts 0

of the knots. A three-way switch is not natural for polarisation optics. 4.'

But a four-way switch can be implemented out of binary (two-way) switches.

Hence, a crossbar with conceptual four-dimersional topology is well suited

both for accepting two-dimensional arrays of input channels and for the --

implementation of the switches by optical polarisation components.

30
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CELLULAR OPTICAL PROCESSOR ARCHITECTURE WITH MODULABLE
HOLOGRAPHIC INTERCONNECTIONS

J. TABOURY, J.M. WANG, P. CHAVEL
Institut d'Optique, Laboratoire associ6 au CNRS, 0

Universit6 de Paris-Sud, B.P. 43, 91406 ORSAY Cedex, France

F. DEVOS
Institut d'Electronique Fondamentale, Laboratoire associe au
CNRS, Universit6 de Paris-Sud, 91405 ORSAY Cedex, France

5%

I -INTRODUCTION

The recent rise in interest in optical computing has
already led to considerable conceptual progress in optical
processing architectures such as multiple matrix product, •
associative memories, digital optical computing. Since 3-D
optics naturally provides a parallel environment with high
connectivity, optical computing becomes an attractive field of
reflexion. Nevertheless, in optical cellular logic systems
using non linear elements, the practical implementation
problems of gate interconnections must be solved. 0

In the present work, we propose a parallel architecture
realizing space shift invariant connections between each pixel
of an object plane. Such invariance is readily obtained by use
of a Fourier plane hologram. However, a second image-plane
hologram is added to allow for easy modification of the
connection network during algorithm execution. In the next S
section, we present the principle used to achieve such
interconnection using holographic elements. In the last
section, we discuss the advantages and limitations of such a
network.

II - PRINCIPLE S

So as to realize a connection between a pixel P(ij) and
different pixels P(i+n, j+m), we have adopted a double
diffraction configuration. A first interconnection hologram H
is placed in the object plane. Its first diffraction order -
illuminates a second hologram H in the Fourier plane ; the 02

first diffraction order of H reconstructs shifted versions of2
the original object in the image plane (Figure 1)

Fourier plane

Fio'ure 1 Intercon-
nection architecture Object planeImage plae
comprising one image
plane hologram and
one Fourier hologram. H2N
Optical feedback and ..
nonlinear element are --- -- ---
not shown.
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The connection between pixel P(i+n, j+m) and pixel
P(i,j) for all (i,j) leads to shift the image of the former

onto the latter. The translation vector T(n,m) must be
invariant over the whole image.

This property is realized by an appropriate hologram H2
in the Fourier plane. So as to connect s pixels on to pixels
P(i,j) s different holograms are recorded ; each one is .. P

individually associated to a unique translation vector T(nm) .
H is therefore subdivised into s subholograms. Any pixel %

interconnection scheme (see figure 2) out of the 2' possible
schemes can be implement by selecting the appropriate ..

subholograms with a (programmable) shutter mask.

P(i +n,J+m)

P'(i.J)

Object Shutter Image

Figure 2 The s connections are selected by appropriate

shutter set out of 2
s connection schemes.

This configuration is suitable for any connection
determined by the computing algorithm in a cellular feedback
architecture. ?,

Such flexibility, not shown by previous space invariant ...-

digital optical setups [1-21 , is possible thanks to the
addition of hologram H in the object plane (or a conjugated

plane) to divide the wavefront behind the object into s
convergent beams (Figure 1) . s shutters set the required
connections during each step of algorithm. This is a
convenient optical solution to the problem of the s x N x N
leads and switches which would be required in an electronic
implementation of the same machine (N x N is the number of
pixels). This type of interconnections is suitable for
addressing in a feedback loop a 2-D array of nonlinear optical "'
elements such as a NOR gate plane (or, in general, a spatial •
light modulator, SLM, with non linear input-output
characteristic) therely realizing a N x N "massively parallel" %
array of 1-bit cellular processors (the SLM and feedback loop
are not shown in figure 1 for simplicity). ,*

III - DISCUSSION 9

In spite of its potential advantages, the setup
described above suffers a number of limitations inherent to
holographic optical elements, some of which have already been "
stressed in the litterature [3 - 5]. We concentrate here on

two aspects on the one hand, hologram H , located in the
object plane, must produce in its first diffracted order s
beams of equal brightness, and nevertheless no intermodulation

32
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terms can be tolerated. On the other hand, geometrical
distorsion in the image plane is a problem

a) We have found that the first difficulty can be solved
simply by successive, rather than simultaneous, exposure of

0the s beams of hologram H The diffraction efficiency in the

absence of all intermodulation is theoretically limited to
1/s. We have reached 70 % of that value for s = 10 with a %
relative efficiency dispersion of less than 10 % and virtually
no parasitic diffracted light.

b) Distorsion due to hologram H must be traded off with
diffraction efficiency. Our holograms H and H are recorded ,

on dichromated Kodak 649 F plates. The Bragg angle is choosen '
so as to concentrate the incident energy in the first °
diffraction order.

For a theoretical 100 % efficiency, implying good
rejection of all higher-orders, it can be shown that a 15 4m 0
thick gelatin plate must have a Bragg angle of more than 200.
However, distorsion increases with Bragg angle. If no solution N-
to this problem is found, distorsion can have a dramatic
effect on the processing : poor superposition of the pixels
imaged through the feedback loop on the 2-D nonlinear optical
element can lead to faulty results. To avoid this implies a
minimum tolerable pixel size and spacing ; this minimum

increases with the length of the translation vector T(m,n) and
can easily become quite large (several mm for example).

To keep the advantage of massive parallelism, distorsion
must therefore be compensated for. To this end, we propose to S
follow the principle sketched on figure 3 two holographic
double diffraction setups are cascaded

object image

,'.a.t

HH'H

cascaded to compensate distorsion.

the second H hologram, labelled H , is in fact a single , #

2 2

holographic lens with a position and a Bragg angle matched to
th seodH hoorm lble i nfctasnl

the average characteristics of the s holograms in H . We hope
2%

to obtain satisfactory results from such a setup with at least

1000 pixels and s larger than 10 for a 1 cm2 object field ; S
distorsion error is then reduced to less than 100 .m.

3 3
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IV - CONCLUSION

Holographic connectors can be very useful for
implementing cellular optical processors taking advantage of
the potential advantages of optical processing. However,
further investigations on holographic elements in various
architectures is needed before the expected performance is
reached. 0

Applications of the setup described in the present
communication with two interconnection holograms cover a wide
range of operations and algorithms on two-dimensional binary
or analog data. The connections may be binary or analog in
nature, and they can be modulated by an on-off shutter as
shown in figure 2 or by a grey-level programmable mask.
Insertion of a SLM as the nonlinear processing element is
influential on the nature of data processed. For example, a
thresholding SLM provides binary output from a binary or
analog input : a NOR-gate array SLM allows to realize an array
of cellular automata ; even then, the connections may be
binary or analog, each NOR-gate operating as a threshold on an
analog sum of its inputs.
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Summary:

Parallel Interfacing I.. .

of Integrated Optics with Free-Space Optics 0

Adolf W. Lohmann

Physikalisches Institut der Universitgt

8520 Erlangen, FRG S

There exist two distinct optical technologies with potential for data pro-

cessing: integrated optics (10) and free-space optics (FSO). The 10 techno-

logy is well suited for performing optical nonlinear interactions and elec- %

tro-optical control operations. As a planar technology, 10 can implement S

one-dimensional parallelism quite naturally, but not so well two-dimensio-

nal parallelism. The FSO technology on the other hand, is very well suited

for two-dimensional parallelism. But in terms of nonlinear interactions FSO

is lagging behind 10. 0

,.' *;

Expressed in other terms, to confine the light in waveguides is good for

interactions but not so good for data transport due to the planar topology.

Without confinement, in free space, it is the other way around. Due to this 0

supplementary situation it is desirable to use both technologies in an

optical parallel processor, where many light interactions but also many

light transport operations have to be performed. For using both technolo- .

gies together one needs interfaces. S

The design of IO/FSO interfaces is a problem of overcoming the mismatch in

dimensionalities. To arrange 10 devices in two dimensional fashion we pro-

pose to put 10 chips on top of each other in staircase fashion. The wave

guides emit light into (or receive from) the free space at the edges of the

stair case. The lateral extent of a two-dimensional array of light emitting

wave guide endings may be quite ordinary compared to the usual flat objects ..

of FSO setups. But the large depth of the staircase requires careful atten-

tion in the design of the FSO setup. %.
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Po .. '

A study of scattering from small structures for optical beam shaping and

interconnects

M.T. Lightbody and M.A. Fiddy .
Physics Department, King's College London, Strand, London WC2R 2LS, UK

int roduc tion 'r. '

Optics is attractive for computing because of its distinct advan-

tages over electronics, in particular the inherent non-interaction of

multiple beams passing through, or near, each other and the potentially k%

massive parallelism. In order to compete with electronics these two

properties should be fully exploited. Therefore it is of importance to .

consider what fundamental limitations will apply to the density of optical

sources, or secondary sources, in terms of the acceptable levels of cross-

talk that will occur in an adjacent array of detecting elements. In order to

beat electronics the dimensions of each decision making plane must be kept

as small as possible. The physical consequences of this necessity must be

well understood before such questions as optimal architectural structure can

be addressed.
16

We consider here a very simple geometry consisting of two adjacent

arrays of elements or pixels, which may, for example, be computer generated

optical elements. There is much talk of the advantages, in a variety of

optical computing architectures, of being able to direct light beams from

individual sources to individual detectors [1), [2]. A computer generated %

optical element, or a coherent optical holographic element copied from one, %e

offers a potentially compact and efficient means for doing this. Of %

course, it would be desirable to have an adaptive element which will switch Nil

from specific sources to specific detectors on command. As our under-

standing of various materials such as photorefractives improves, re-

programmable holographic elements should play a key role in reconfiguring

interconnect patterns but their optimal dimensions will be limited by the
4 0I

same problems as those described below for a fixed element. Similarly,

one may consider using a bank of holographic elements to map beams, which

are used in conjunction with a single real-time mask which selects the

appropriate interconnect pattern. [31.
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Beam profiles

In the case of relatively thin (on the scale of the wavelength) -

computer generated masks, which have encoded structures that are relatively

large, a simple interaction model, based on Kirchoff or physical optics

theory, is valid. Very crudely approximating a single element as a square

aperture of dimensions a x a, the emerging beam pattern will have a sinc

profile whose main lobe has a half width tending to XL/a as the wave -

propagates a distance L towards the far field. We could assume that beyond

a hundred wavelengths or so this may be a good estimate for the beam width.

Clearly there is considerable energy in the side lobes which will combine -"

to fall on elements adjacent to the specified one. Roughly speaking, w-..

however, if a '\ OX or 5pjm then the main lobe of the pattern is also

5Pm at the adjacent plane.

It is possible that this is in some sense an optimal geometry but

it is interesting to speculate how the cell or element dimensions in each

plane could be reduced. One could envisage using a small array of

elements to specifically beam-shape the output but the overall dimensional

gains are not obvious. We are also aware of the fundamental limitations

on fan-in and fan-out of interconnections arising from the constant radiance %

theorem [4]. This states that the product of the cross-sectional area and

the square of the numerical aperture of an optical beam (in the geometrical

optics limit) must remain constant under any lossless linear transformation

of that beam. The co-ordinates on the second plane are given by

uI = LsinO where sinO is the numerical aperture [5J. The consequences of .

this are important for fan-in, as occurs when several elements must

simultaneously address one element in the adjacent decision plane. Thus

the beam pattern of the receiving element (viz, its numerical aperture) or

its cross-sectional area must be able to be made correspondingly larger to

avoid power loss.

0Diffract ion by small apertures %

In making a computer generated element, for example, with an .

e-bheam plotter, one may achieve written structures having a scale con-

siderab lv smailler than the wavelcngth or sampled representations of wave- 0

l ength scai e structures. The question arises whether an array of sub- -

3 7
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wavelength structures can be exploited to beam shape while retaining or

reducing the overall dimensions of an effective element. Of importance

with structures having these lateral dimensions is the fact that their

thickness (typically 5 to 30m emulsion thickness) becomes significant and

the Kirchoff approximation no longer holds. ,

The diffraction of an electromagnetic wave by an aperture in a

thick screen, whose linear dimensions are of the order of a wavelength has

been studied by only a few groups [6], [7], [8]. We wished to establish

whether there are any fundamental limitations on the use of subwavelength

three dimensional structures for shaping the outgoing beam pattern in both

the near and far field. It is known from the inverse problem, namely the

super resolution of subwavelength structure, that evanescent fields make an

important contribution to the scattering even though they decay exponent-

ially[91. For example, the sinc beam width referred to earlier can be

bettered by a two-dimensional array of subwavelength-spaced point sources,

at the expense of throwing more power into the subsiduary sidelobes.

However, the authors' study of the corresponding 3-D direct problem has led

to the concept of a thickness dependent mode transfer function that will

allow only certain specified spatial frequencies to propagate through the

optical element unattenuated. Therefore one can envisage a situation

where a series of sub-wavelength spaced 3-D secondary sources, ultimately

computer generated in real time, could be utilised in order to generate the

necessary reduced beamwidth whilst at the same time suppressing the unwanted

sidelobes by selective filtering. Such structures could perhaps then be

fabricated as a solid compact unit.
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A Comparison of Encoding Schemes for E-beam
Fabrication of Computer Generated Holograms '

.. r.

H. Farhoosh, M. R. Feldman, S. 11. Lee, C. C. Guest, and Y. Fainman

Department of Electrical Engineering and Computer Science 0

University of California, San Diego

La Jolla, CA 92093 .

I- INTRODUCTION

Motivated by many attractive features and capabilities of electron beam lithography systems, which

include large space band-width pro(duct (>IWP), direct writing at submicron resolution, and small distor-

*" tion errors, we carried out an investigation on the suitability of various encoding methods of computer gen-

erated holograms (('Gil) for e-beam fabrication.

*" E-Beam fabrication of ('GHI has been investigated in depth by S. M. Arnold 1.2' , and used in a few

applications by others 3-6 The purpose of this paper is to systematically evaluate the suitability of vari-

ous encoding methods for e-beam recording of CGIts.

For most types of CGIt fabrication procedures. the SBWP is limited by the capabilities of the record-

ing device. A general comparison of CGIf encoding methods have been performed by many authors 7-8.

These comparisons are inherently based on the limited SBWP of the recording device. However, when e-

beam lithography is employed, the SBWP of the hologram is limited, not by the recording device, but by

computer memory, computation time. and data storage capabilities. These constraints impose a different

basis of comparison between encoding methods. The evaluation presented in this paper is based on the 0
-. ability of encoding methods to achieve high quality holograms (e.g. high diffraction efficiency and signal-

to-noise ratio) while subjected to above limitations. In this way the suitability of these methods for e-beani

recording of CCII can be compared.

* II EVALLATION CRITERIA

In this section we shall present and discuss a set of criteria according to which the encoding schelis.,

caa be evaluated These criteria are divided into two groups as follows

A. Hologram Qualities: which include I) tlie size and bandwidth of the reconstructed wave. 2) signal-to- %
', noise ratio (SNI.), and 3) diffraction efficieric.

B Computer Limitations: which include 1) c,niput ation toll, and 2) amount of graphical data.

The first group of criteria detrniine- the qiait\ of the C(!l, while the second group are coni-ranis

imposed by limited capability of digital comptuters and data storage media. These constraints determine

'*' practical limitations in hologram svnthesis S...

A. Hologram Qualities , .%

1) The size and bandwidth of lie reo,,n-truct,l, wave

Parameters that determir i" the quality of the rc,nstructed wavefront are holograni size(." , ' ). an,

*! the banlwidth of the recniru,t,lt ta~efront at thi' hlograi plane (lM ". I? 'vJ. For Fourier .

traisformn holograms thes, paramieters di erline the size (V V ard bandwidth (tI 'I,!BH' ) of the recon-

.,t rllciod inage a'coring to

Vi A"°I1 V'FM% a
B WV

AF A F

' where F is the focal length of the Fourier transform !ens and A is the wavelength of the light. It follows

that-
SB WI' ftl' NW'' B X"' Y" tW, t W~ XV A' (2),, 1~o v 31 ,xv '- (2)-"

where N,2 is the S1IP of the image or. in other words, the number of resolution elements in the recon-

structed image, provided that the Nyquist sampling is observed The SVWP of the CGII, defined as the

number of wavefront samples represented hv the holhgrarr, can be larger than A',- (e.g due to the additin

':.5
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of a carrier wave or by interpolating the complex wavefront resulting from the FFT operation). If an

interpolation scheme is used, the SBWP of the CGH (denoted by NI N.) would become
V. *..

N Ny = M M N'. (3)0S
where M. and M, are interpolation factors that relate the number of points in the hologram plane to the

number of points in the image plane. In this case the size of the hologram can be written as I

A' = 6x'M N0  (4) -

where bz' is the CGH sampling period.

Although the CGIH SBWP is determined primarily by the computing resources employed, the max- S
imum bandwidth will vary with the encoding method. The maximum bandwidth, obtained by setting 6z'

in Eq.(4) to its minimum value, depend on the number of amplitude and phase quantization levels (n.,np) %

used bv the encoding method.

2. SNR:

The definition we assume for the SNR is

= _ _______, ___, ___________iff g(z,y)l 2'ddy

<intensity in the desired imnage> _________________

SNR -(5)

<error intenszty> 1f>P

where g(x,y) is the desired image obtained if a hologram had recorded the complex wavefront in an ideal
manner (without any errors), and h(x,y) is the actual reconstructed image. .

The SNR as well as the diffraction efficiency of a CGH are reduced by the amount of error introduced
in various stages of hologram production. Five sources of error are considered here. These errors are i) Sam-

pling errors (spatial discretization), ii) Errors due to the finite size of the hologram, iii) Quantization error
introduced because of digital representation of an analog function (modulation discretization), iv)
Representation related errors, .') Distortion errors caused by the non-ideal behavior of the recording device. 0
The first three errors in this list are inherent to all CGH. The other two depend on the encoding scheme
and the recording device, respectively.

Assuming that sampling is done properly (according to the Nyquist criterion), the first two sources of
error do not have any significant effect on the SNR. Using Eq. (5) we have evaluated the SNR due to "
quantization. representation, and distortion, the results of which are tabulated in Table 1.

Diffract on efficiency

Diffraction efficiency, 17 is defined as:
P, .1::

(6)

where P, is the total light power in the reconstructed image in the presense of error and P,,, is the light 0
power incident on the hologram. The diffraction efficiency of a hologram is dete-mined by the manner in

which the object wavefront is encoded and it is affected by errors mentioned above. Although different
sources of error have different effects on the reconstructed image. in general the presence of error in holo-
grami encoding reduces the power diffracted into the desired image. Therefore, the actual diffraction

efficiency can be written as

?,(7)

where 17, is the theoretical diffraction efficiency in the absence of an) error except the representation related -

error (1t, depe-s on the encoding method), and r is the power reduction factor introduced by other sources
of error. The results of our evaluation of the diffraction efficiency are included in Table 1. ,

B. Computer Limitations

1. Computation toll:

In theory a typical e-beam system is capable of writing a CGH with a SBWP of over 101 °. Yet if a
computer such as a multi-user VAX is employed, the largest two dimensional FFT that can be performed

45
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in a reasonable amount of time is about 2048 by 2048 = 4 x 106 points. When considering the computa- ,
tion limitations, it is noted that there are basically two classes of CGIH. The first class of CGH includes 'r
wavefronts that are known in analytic form, e.g. holographic optical elements (HOE's) for optical testing. %

Wavefronts of the second class are obtained by sampling an image and then computing a Fresnel or

Fourier transform. Since no FFT is necessary for computing the wavefronts of the first class (the analytic
wavefront need only be sampled), the SBWP of this type of hologram can be larger than that of the second
class.

2. Size of graphical data

Another constraint on the encoded wavefront is the amount of graphical data needed to generate the
hologram. It is generally desired to have hologram patterns that generate the least possible number of S
primitive shapes because the amount of graphical data representing the pattern is directly proportional to
the number of primitive shapes (NPS) that comprise the hologram pattern. Orientation of these patterns is ,..

important as well, e.g. pattens consisting of rectangular apertures oriented along the x and y axes generate
much less graphical data than patterns consisting of curved lines in arbitrary directions.

For all of the conventional encoding schemes the NPS is given by -

NP. = (number of hologram cells) N, (8)

where N, is the number of shapes per cell. The NPS for each encoding method is presented in Table 1. I
Ill. COMPARISON OF ENCODING SCHEMES

Using the criteria of the previous section, nine different CGH encoding methods are compared. Table

I shows the results of this comparison and it will be discussed in the conference.

IV. CONCLUSIONS -

Electron-beam lithography systems appear to be a prime candidate for recording of computer gen-
erated holograms because of their ability to record patterns of submicron resolution on large substrates.
However. there are three obstecles in the utilization of their full potential. These are, 1) Limited processing
power of commonly available computers, 2) Large amount of graphical data needed to specify geometrical
patterns, and 3) High cost of fabrication. .

In some CGH applications, e.g. HOEs for aspheric testing, the hologram function is known in ana-
lytic form, and the computer processing power is less of a problem. For other types of CGII dedicated "-' ,
hardware, such as array processors. can provide a partial solution to this problem.

The size of graphical data is a problem that can be alleviated by means of efficient graphical coding.

A CAD system solves this problem significantly. Undoubtedly other, more efficient, graphical coding
methods can also be devised.

The high cost of e-beam fabrication of (CGH can perhaps be justified by the quality of the hologram. %.%4.
Also an increase in the production volume would bring the cost down. '.a -,

Finally, we would like to point out that the comparisons that were carried out in the previous section
can serve as a guide to choosing of the most suitable encoding scheme for a particular application.
Different applications of CGH impose different requirements on the quality of the CGII. In general it is
desirable to have high diffraction efficiency, high SNR, and large size images with high resolution for all %

types of applications. However, as it can be seen frorr the Table 1, achievement of all of these requirements
at once is riot possible, and one should be willing to compromise one requirement for another. For example
if the application of a CGtI is in pattern recognition, one is concerned with the noise in the correlation pat-
tern. Therefore, it is desired to have a high SNR. From Table 1 it can be seen that Burch's method would
be a good candidate for this type of application. When the CGII pattern is known in analytic form, such as %
in HOE's, Arnold's method generates the least NPS and high enough SNR to be considered suitable for this
type of application.
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M M =6 , N. =1024

Encoding NPS 6 6W' BLJ SNR Hologram .%.
Method ) 1 10 1/mam 1/ra size (nm)

Q R 0 TOT X' Y,

Lohmann
np = 8 9.4 8.4 147 177 Is 2.4 7S 2.0 7.0 5.8 '.:

Lee (1970) '.
with 4.7 4.2 500 125 12S 221 53 32 2.0 8.2

interO.
M=4,MY=

Lee (1970)
/out 4.8 17 177 177 32 2.4 53 2.1 s.8 5.8

intero.
M. =M= 1/8

Lee (1979) 'a %'
M. =8, tN=I 7.3 1 417 500 Is 14 57 6.4 2.5 2.0

Burihardt N

M5= 2.99 5.4 5.6 667 137 3.2 247 30 14.5 1.5 5.5 a.

MY= 2.67

Burch
M.=4,M,=2 4.7 8.4 167 333 324 101 243 58.5 6.1 3.1

M, MY N, = (4096)
I = 

1.7x10

Arnold
(staircase) 9.6 8.s 23S 200 60 122 232 34 1.4 1.7

M , = 14
M,= 10

Lee(1974)
M= 14 9.0 1.2 239 1000 60 - S1 27 3,3 0.78
ri = 2

K inoFcrm 8.8 17 1000 1000 1.7 - 31 1.6 2.1 2.1

Table 1. Compariso, oF 9 encoding schemes in terms of dirfraction efficiency,
S!JR, bandwidth, NFS, and area of the hologram. It is assumed that the first six 0
methods are used to encode CGH's reauiring FFT ooerations of 1024x1024. For the

last t, ree methods an analytio fcrm for the CGH is assumed. Q, R, and D refer

to the cuantization, reresentation, and distortion errors, respectively. % e
"p
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Optical Computer Architecture: What is the Ideal? .*

By WV. Daniel Hillis

Abstract

We shall define the ideal computer as one whilch can execute any calculation0T

as fast as any other computer. within a multiplicative constant.

Summary

Our current conception of,,whlat a computing machine Is. Is distorted by the

form of existing computers. These current forms are largely a consequence

of the limitations of available electronic switching and inerriorv components.

rather than of the computational requiremients. Opical components wIllI

no doubt offer their own set of compromises. but the standard against

which they should be meas-ured is not their abilItN to reiMplement thle%

arch it ecture of electronic m-ac h ines. hut rat her their ahi lit to implemCITent

an "Ideal" computer whnose form is determ~ined bv thle rvoui1renIentS of thle

computations. and not by the componcrnt!-.

So N& hat Is the Ideal'. We~ know ha,, iti otnef ,(,n,( all (ltipliter archiitec-
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tures are equally powerful. Turing universality assures us that a machine

with a few states and a very long tape can do anything that can be done

with the most sophisticated supercomputers. Yet this form of universality

Ignores an important distinction: the time complexity of the algorithm.

Multiplying two ii-bit numbers, for example. may require n steps on one

machine. n on another and a single step on a yet different type of machine.

This advantage of one type of machine over another cannot be compen-

sated for. by measuring decreasing time required for a single operation.

since for some size of number. n2 operations will take longer than n op-

eration. no matter what the relative time per operation. This difference

in time-complexity gives us a standard by which we can define our idea"

cornpuler arciitecture.

We shall define the ideal computer as one which can execute any cal-

culation as fast as any other computer, within a multiplicative constant.

In other words, it can be made at least as fast as any other computer bN

simply adi.UtinK lie rne per operation. We shall restrict ourselves, for tOw lie

mnornierit . 10 colisideriNg on]y tfiose computers whicli can be. in principle. .

defiTri I. terr o :andard switching functions such as logic gate> and "(.~2:

51 .2 .2' .2N0 % % %
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memory elements. This avoids comparisons with hypothetical computers

that contain, for instance, oracles that can predict the future. Even in this W-6

limited sense of an ideal, on Neumann machines do not reach the mark,

since they can be surpassed by many types of parallel machines. These par- --

allel machiness can in turn often surpass one another for particular tasks. 0

One model of a machine that cannot be surpassed by more than a

constant factor, and that is therefore ideal in the sense defined above, is an

architecture similar to the Connection Machine, but with an infinite number

of processors and a perfect communication system. Since this machine

can simulate any other machine that can be built of gates and memory

elements in constant time, it is guaranteed to have the desired property.

It is therefore a plausible choice for an ideal architecture which a new

component technology should strive to implement. It iq. of course, not the

only such choice. .4

It may be that the restriction to machines that can be implemented in

terms of gates and memory is too narrow. For example, a machine with

a true random number generation is strictly more powerful than one with-

out. It is possible that optical computers can be constructed to go beyond

52 .

N. N
-F J,



535

N4 V

% % %.
% %,, %%'. %-



SM2-I

Globally Folding Combinatorial Logic Cells in Digital Optical Systolic Computing
Arrays

P.S. Guilfoyle and W.J. Wiley
OptiComp Corporation 0

PO Box 10779 -
Zephyr Cove, Lake Tahoe %

Nevada 89448

This paper is the third in series of publications describing various alternative combinatorial logic based optical i'

computing architectures. 1,2 Within the first paper itled "Combinatorial Logic Based Optical Computing," 0
justification for combinatorial logic is initially debated through the coupled use of extensive optical interconnects
with the natural "and-or-invert" capability of most every optical system. Figure 1 depicts the interconnect concept.
Optical systems are capable of connecting points between planes in any 3 dimensional configuration by using, for
example, Fourier transform holography, global fibers, or even simple lenses, depending on the interconnect
complexity desired. The ability for an optical system to interconnect in three dimensions, is, in the opinion of the
authors, the absolute greatest asset of an optical computer. As shown in figure 1 and explained in more detail in
reference 1, should an optical computer completely exploit it's fully global interconnect capability between a set of

spatial light modulators, where each has a space
bandwidth product of 256 by 256, then the total " 

.

interconnect gate density reaches 4 x 109. The problem
plaguing silicon integrated circuit designers is the
inability to interconnect various processing elements.
This inability limits the chip's ultimate performance in
terms of operations per square centimeter of silicon.

Where silicon fails, optics prevails. Optical systems
need not obey the "nearest neighbor interconnect" law.

Input plane I In addition to the massive interconnect capability of " *"

optics, the laws of physics have also granted an
Input plane 2 inherent "and-or-invert" capability. This capability,

described as well in more detail in reference 1, has been
and continues to be a fundamental digital logic primitive 5..-

with which most circuits are designed. A wide range of
Figure 1: 3-D Globally digital optical architectures capable of performing . ,.
interconnected optical numerous, if not myriad, sets of digital functions other S
gates than mathmatical, are possible when the designer starts

Output plane with the "and-or-invert" digital logic primitive.

In reference 1 many examples are shown which exploit both of these inherent features. Both are coupled and modeled ,. ,,
as an array of parallel programmable logic arrays (PLA) of wn-of-products (ORs of ANDs). With such a %
capability, an array of sequential logic functions can be ultimately realized. From there, as described by Brayton 3 ,
"Sequential logic functions can be represented as Finite State Machines (FSMs) and implemented by a combinational ,
and a storage component4 . In particular, PLA based Finite State Machines can be designed efficiently, because the *

properties of two level combinational functions are well understood. PLAs and memory elements can be seen as . '
primitives of a eneral diital design methodology." Within the construct of two level combinational functions, the %_e

original paper I describes a simple example of an optical "text" processor, a word and phrase comparitor, which can
be used for massive text look-up and search. The first step of the combinatorial process is, in general. developed
outside of the optical regime using silicon devices, for this level is needed only once. The first level could be
generated optically but perhaps not as efficiently with respect to the second level. Once the Boolean combinational
terms are generated the second level interactions are computed several hundreds of times or more using the optical
['LA systolic arrays. The original paper continues to describe a digital optical full adder enhanced by the full global
broadcast capability of optics. Finally. a 2 x 2 bit systolic multiplier is described for matrix processing.

The second paper 2 follows the original by describing a 3 x 3 bit systolic multiplier array based on combinatorial S
logic such that the outputs of each multiplication region is a full 6 bit binary weighted answer. First the Boolean % .
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Table 1: Karnough equations for 2x2 Table 2: Drive channel assignment of
multiplication: combinatorial terms:

01 -- Aob 0  Combinations Drive ... 9 e
"A Drive

AcA 3 + A"A" Ch. "B" Ch.0 2  AoAjBj + ACE3o13 + AoAjB o  .Jb %_ss

ohL Ch3 Oh4 A0  B0  1,4.
ABoB1  z A 1  .U B 1  2,7 I

¢i",% 3 AoA 1  2 BOB I
03 = A 1Bo[3 + A 0 Al31 '4 ACA 1  4,/ B0 B1 -"

clVI ch/ AoA1  c BoB 1  6 .*%

04 AoA 1 BoB1  ,
C h 6

expressions are derived. The same method of division of the combinatorial terms is then shown, followed by a
parallel optical implementation. A full global broadcast methodology is then described. Ile

This paper reviews the 2 x 2 bit combinatorial multiplier and subsequently shows the planar systolic global
interconnect topology. This topology is then folded into three dimensions thus reducing the number of input ports
or pins, and consequently exploiting the three dimensional interconnect capability of optics. A discussion follows
with respect to the extent, i.e., the number of bits, to which this global folding can be efficiently implemented for
systolic multiplication arrays. Finally, the hardware implementation is shown. %

Global Foldin, of 2 x 2 Bit Combinatorial Multiplication.. .,

As explained in the first reference, 2 x 2 bit multiplication can be reduced to 4 equations, one for each binary
weighted desired resultant bit. These equations are shown for review in Table 1. Notice that although 8 Boolean
products are required only 5 Boolean first level combinations are required as shown in Table 2. Figure 2 depicts the
"parallel only" optical implementation where two 8-channel acousto-optic devices are used to a.) multiply the two ..

sets of 5 Boolean expressions, accordingly, and b.) generate the AND products. The subsequent focusing by the %. Is

output optics generates the appropriate "fan-in" for each respective OR gate detector. Each detector must only
operate as a threshold device for light or no light rather

AcouIto-Optic SystoliC Confolvor~ than sum or suffer from the need to detect at an

intermediate threshold point as in optdcal threshold logic

Ad, d, , ,, I schemes. In figure 3, the 8 inputs are reduced to 5 for
A.A, ., o 1B d- the second phase of the combinatorial multiplication.

=2 III Here, only 5 channels are used in each acousto-optic
' spatial light modulator. However, notice the ,

d, d 4 interconnect is no longer parallel as in figure 2. Rather, 0
the interconnect is "global". Any pixel in plane I may

-- 4 N- r A,-V address any pixel in plane two, of course under the rules
of the combinatorial interconnect, in this case the

End View second level of the 2 x 2 multiplication.

d. ... ... . -.C3'
a . .0%%

Side View, - -. -.
Figure 3: Planar Global interconnect

FiCe22x2 i y1prallssoi configuration for each PLA plane of tile 2 x 2
multiplicatiOU! vector systolic multiplication vector of figure "2..
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As shown in reference 2, however, the number of combinatorial terms grows rapidly for higher order word lengths.
In particular for a 3 x 3 bit multiplier, a straight parallel implementation requires a total of 35 second level
combinatorial sum of products, with a minimum number of 15 combinations used. Using a planar PLA optical
systolic implementation as shown in reference 2, the straight parallel implementation requires a telecentrically
imaged pair of 35-channel acousto-optic devices. Although this is certainly achievable with today's technology, the

". planar global interconnect implementation reduces this number to two 15-channel acousto-optic devices, a greater
than 2 to 1 reduction.

Table 3: Combination table for n x n bit
These numbers grow dramatically as higher order word multiplication
lengths are desired. The following equation calculates number number of Square root
the maximum number of combinations required for level of bits combinations
one combination generation for n x n bit multiplication:

1.00
fl 2 5 2.24

C - [n(2' - 1) 3 19 4.36 ?.
'J i4 65 8.06

5 211 14.53
Table 3 shows the result of this equation for n x n 6 665 25.79
multiplication up to 12 bits. Notice that for 3 x 3 bit 7 2059 45.38
multiplication, the equation yields 19 combinational 8 6305 79.40
terms, although in reference 2 we were capable of 9 19171 138.46
reducing this number to 15, with great difficulty. In 10 58025 240.88
general, the number of combinations shown should act 11 175099 418.45
as a maximum, although further reduction is possible. 12 527345 726.19

Assuming that the design was to be a planar global interconnect systolic PLA, then the number of channels required
for a multiplication array would correspond to the numbers in the second column of table 2. Unfortunately beyond 4
to 5 bits the number of channels would become far to high to represent a realistic hardware design. For example, if
an 8 x 8 multiplier was desired, a planar global topology would require two 6,305 multi-channel acousto-optic
devices. The solution is to fold the problem into the three dimensions that optics affords.

Much work has been performed in the analog regime on folded spectrum signal processing. 5 ,6 The same type of
concept may be applied here to reduce the number of channels. Figure 4 depicts the folding of the simple 2 x 2 bit
multiplier. Rather than have 8 parallel channels, or 5 planar globally interconnected acousto-optic devices or SLM,
only two channels are used. Even I channel would be sufficient if the user was willing to pay the price in the other
dimension.

-Sj

S.%/

1 r 2  r 1  
T3

A 0A, A, Ag .. Bo0 1  13 B0

-o0 AI AoAi _. B00s B08

Figure 4: 2 x 2 bit folded combinatorial
interconnect for global optical flash Iu pa.e 2 01 %
multiplication

04

Detection plan
(Output plane)
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Figure 5: Hardware implementation
for full 3-D folded combinatorial logic cells in
n x n bit systolic multiplication vector. P-

N

Output number': *'

Systolic Cells 1 through N 4, 0

2 K bits per plane 4,v

As shown in figure 4, the 5 combinatorial terms are time sequenced into two telecentrically imaged acousto-optic '
devices. There the tive combinatorial terms are sequenced in time with three clock cycles. After three clock cycles, S
the sour'e pukes. The correct binary weighted answer is then at the detection plane. Notice that the interconnect is
now 3-D global where the appropriate shading of figure 4 corresponds identically to the shading of the 2-D global
interconnect of figure 3. Notice from table 3 that the 8 x 8 bit multiply would require only 45-channel devices given
that the user desired to input a square array. A single channel device could be used if it had a time-bandwidth product
ol 6.305. This table also suggests that, for multiplications above 10 x 10 bits, the efficiency of global broadcast for
thee higher word length multiplications is far from the capability of optics. Multiplication is almost a "parallel"
problem. .'

FinallN. figure 5 shows some hardware advantages to optical global folding. Here two n-channel acousto-optic
desices are drisen from two combination generators. The combinations are thus used repeatedly through the acousto- '
optic device. The s,,stem shown is a length "N" systolic multiplication array, were the outputs are the correct binary
weighted answers. However, rather than have one Fourier transform hologram performing the global interconnect for
the entire array, N Fourier transform holograms are used for both the AND functional interconnect and the OR
turctional interconnect. This relaxes the requirements by N on each hologram, although 109 interconnects are
certainly feasible with one hologram.
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RESIDUE POSITION-CODED LOOK-UP TABLE PROCESSING

A. P. Goutzoulis, D. K. Davies
Westinghouse R&D Center

1310 Beulah Rd., Pittsburgh, PA 15235

E. C. Malarkey, J. C. Bradley, P. R. Beaudet
Westinghouse Advanced Technology Division

P. 0. Box 1521, Baltimore, MD 21203

1. Introduction. Residue arithmetic(l) has some very desirable features(2,3)
which include: lack of carries, bounded input/output dynamic range and the
ability to decompose a calculation into many parallel subcalculations of
lesser complexity. Such features, when combined with high-speed position-
coded optoelectronic look-up tables (LUT), result in high-speed, power
efficient, low complexity processors. 0

2. Residue Position-Coded LUTs. The objective of a LUT is to create, in
modulo m., the product (Figure 1) or sum of two input residue numbers X and Y %
without performing an actual arithmetic operation. For different values of
the inputs (X and Y take one of the m. possible values) we obtain a
correspondingly different value at the output, this value also being one of
the m. possible values. The output values are pre-calculated and stored (by
means of position-coding) and are read out upon interrogation of the LUT by
the inputs X and Y.

There are various possible implementations of position-coded LUTs(2-
5), one of which is based on the utilization of small-size, high speed 1- or
2-D arrays of LEDs or LDs, in conjunction with fiber-optic combiners or
holograms(6,7). Depending on the arrangement, thgee possible classes of LUTs S
are possible having the different complexities m. , 2m., 41-, where
complexity (C) is defined as the number of LEDs or LDs necessary to implement
a modulo m. LUT. %

incthe m class, we use an interlaced 2-D grid of electrodes in
conjunction with LEDs or LDs at the intersection points (Figure 2). The
simultaneous application of current pulses (each pulse is - 70% of the 0
threshold) to intersection lines causes only one of the diodes on these lines, -'

the one at the intersection point, to emit strongly. The emited light is then
fed, by means of a hologram or a fiber-optic bundle, to a detector that is
encoded for the number corresponding to that table location. The advantage of
this approach is that well-established, low-cost technology can be used for '"

the fabrication of t e LUTs. The disadvantage is that the numbcr of LEDs 0
required grows as m. , and thus large moduli (e.g., >19) cannot be used.

In the 2m. class (Figure 3), two 1-D arrays of LEDs are arranged in a
cross-configuration. Each LED emits a stripe-like optical beam. This is
achieved through the use of a hologram not shown in Figure 3. At any time,
only two perpendicilar stripe beams will be present. These beams are incident
on a nonlinear film which performs a thresholding operation, i.e., it allows
light only at the intersection of the two beams to propagate. Subsequently,
through the use of holograms or fibers, the light is directed to the proper
detector. The advantages of this class of LUTs are: the number of LEDs grows -

proportional to 2mi, rather than m. , and lack of electronic interconnections.
The disadvantages are practical since there is, currently, no available
optical thresholding film of adequate sensitivity. S

In the 417 class, one employs two sets (one for the X and one for the
Y inputs) of one ID LD array and one 1-D array of aperture-type optical
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switches (e.g., SEEDs). Figure 4 shows such a set with each array having 3
elements. Light from each LD illuminates all 3 switches. At any time, only
one LD and one switch per set are "on," and thus there will be only one
output light stripe. The location of this stripe depends on the specific pair
of LD/switch that is "on" and since we have 3 LDs/switches, 9 different
locations are possible. To create a LUT, the two sets of LDs/switches are
arranged in a cross-configuration with a nonlinear film (like the 2m. type).
The advantage of this type of LUT is the highly re uced complexity, __

proportional to 4m, as compared to either the m. or 2m. types. The
disadvantages are the non-availability of thresholding film and the very
complicated optical arrangement. 2
3. Expected LUT Performance. The performance of the m. -type LUTs (these are
currently the only practical LUTs), can be examined with respect to the
multiplication speed (MS) and the system efficiency (SE) performance measures.
Because LDs with subnanosecond switching times exist, and LEDs capable of
operation at >1 GHz have been reported, MS of the order 1-3 GHz can be
expected with currently available technology. In fact,2using bulk %-%
commercially available LDs, we have fabricated(7) an m. -type 7x7 LUT (Figure
5) and we have demonstrated MS of the order of 500 MHzl(NRZ data). Such MS
figures are well above those projected with GaAs multipliers. The SE figure
has been estimated previously(6), and was found to be superior, by about an
order of magnitude, to any current or projected electronic technology,
including GaAs.
4. LUT Matrix Multiplier Complexity. To evaluate the benefits of the various
LUTs and compare the residue and conventional electronic digital approaches,
we should consider the relative complexity not only of the LUTs but also of
complete systems that consist of the processing LUTs as well as the necessary
residue/binary converters. We have performed such an analysis for a square
matrix-matrix multiplication array of dimension N which can be implemented
with the 3 types of LUTs as well as a factored m. -type LUT and compared with
conventional and pipelined electronic digital muitiplier-accumulator (MAU).
Prior to describing some of the results, we describe the factored m. -type
approach for the case of a multiplier (the adder LUTs can be handle-

similarly).
With reference to Figure 1, observe that if either input of the

multiplier is 0, the result is 0. Thus, if an input 0 can be detected, one
needs an (m.-l)x(m.-l) LUT for operating in modulo m.. If m. is a prime
number, m.- 1 is an even number and can be expressed as the product of various
submoduli m.., e.g., m.=13 and m.-l=12=3x4 (m =3 and m.2 =

4 ). One =an
show that emloyment o this technique allows he realization of m. -type LUTs
of much reduced complexity, e.g., m.=41 C=1600 and factored 2x2x2xA=40,
(m.1 =2, m. =2, m.3 =2, m.4 =5) and C=171. Note that not all prime numbers are
conveniently represente . If we restrict our moduli to 73 and the factored
LUTs to no greater than 7x7, then the following prime numbers can be used:
3(2), 5(2,2), 7(2,3), 11(2,5), 13(2,2,3), 19(2,3,3), 29(2,2,7), 31(2,3,5),
37(2,2,3,3), 41(2,2,2,5), 43(2,3,7), 61(2,2,3,5), 71(2,5,71,and 73(2,2,2,3,3). ]
Note that 3 x5x7xllx13x19x29x31x37x41x43x61x71x73 = 5.29x10 or about 64 bits,
which is enough dynamic range for a variety of computationally demanding e
applications. 

i-ro

Figure 6 shows the number of gates (for the 6 implemntations) as a
function of N for 16 input bits per MAU. We see that the :..-class requires

the largest number of gates; twice as much as the conventional digital
approach and equal to that of the pipelined digital approach. Thus,2 this type
of LUTs offers no significant complexity reduction. The factored m. -type
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approach requires about an order of magnitude less gates than those of the
m. -class, about half the gates of the conventional digital and about 12% of
the gates of the pipelined digital approach. This demonstrates that
significant complexity reduction can be accomplished even at the processor
level. Note, that the complexity reduction can be improved even further if
the 2m. or the 4f. types of LUTs are employed. -,..v

5. Conclusions. knalyses and experimental results suggest that residue LUT
processing can yield significant advantages in all three areas of speed,
system efficiency and processor complexity. Such conclusions, coupled with
the fact that virtually none of the 3 types of LUTs can be implemented by
digital electronics (simply because of the formidable interconnect and fan-
in/fan-out requirements) make residue LUT processing a promising
optoelectronic computing approach.
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An Optical Arithmetic/Logic Unit Based on Residue
.r . ,

Number Theory and Symbolic Substitution

C. David Capps, R. Aaron Falk, and Theodore L. Houk
Boeing Aerospace Company
P. 0. Box 3999, MS 87-50.W,

Seattle, WA 98124

Introduction

In this paper we shaVl show how the concepts of residue number theory I and
symbolic substitution can be combined with current technology to create a
device to perform arithmetic or logic operations at gigahertz rates. Since
residue arithmetic involves no "carry" operations between different
positions in the representation of a number, several of these devices, each
based on a different radix, may be operated in parallel to perform digital
operations at a rate that is independent of word size. The present device 0
exploits optical processing for the pattern recognition portion of its
function while using electronic elements for detection and thresholding and
electro-optic devices as source modulators. As nonlinear optical devices
mature they can be incorporated into this arithmetic/logic unit concept to
achieve an all optical device.

Arithmetic/Logic Unit Concept

Figure 1 shows a radix 5 residue arithmetic table. The goal is to recognize
the combination of input number and replace it with the correct answer. At
first it appears there are 5 possible states that must be recognized.
However, an examination of the matrix reveals that all the elements of an
antidiagonal, one of which is shaded, are identical. Thus, if one can
identify the appropriate antidiagonal given the inputs, then there are only '

9 possible states. One method of doing this is to count the number of
elements along the edge of the matrix between the two inputs. There is a
unique correspondence between this "distance" and the operation result.
This generalizes to radix N so that for NxN inputs there are only 2N-1
states that must be recognized to determine the answer. Thus, a recognition
problem of quadratic complexity can be converted to one of linear
complexity. An examination of the radix 5 multiplication table in Figure 2
a) seems to indicate that this approach will not work for multiplication.
However, a theorem in residue arithmetic guarantees that if the radix is
prime then the order of the inputs can be permuted so that the S

multiplication table, with zero inputs omitted, is antidiagonal like the
addition tableFigure 2b). Thus, a device that can perform residue addition
can, with slight modification, also do multiplication.

The method of determining the antidiagonal immediately suggests a positional
scheme such as the one shown in Figure 3, for encoding the data. In this •
scheme a point source is turned on at the position corresponding to the "'' -
input number. The algorithm for determining the appropriate antidiagonal
then corresponds to finding the distance between the point sources. In the P
example shown all possible combinations with a distance of 5X between the
sources, i.e. 4 + 0, 3 + 1, 2 + 2, 1 + 3, and 0 + 4, have the same answer,
4. A physical means of perforiy,;,, a radix 2 arithmetic or logic operation S

according to this scheme is sketched in Figure 4. A coherent source is
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injected into an optical fiber and the power divided into four channels.
The fibers go to four individual modulators which serve to turn on the
appropriate combination of inputs and on to a linear fiber array. A
spherical lens is used to take the Fourier transform of the source array
resulting in a fringe pattern in the Fourier plane where an array of filters
matched for lX, 2X, and 3X source spacing is placed. A cylindrical lens
then retransforms the light in one dimension for collection by a set of ,
detectors, one for each possible spacing. As the spatial frequency in the
Fourier plane will match one and only one filter, the detector in that
channel will have a stronger signal than the others. Our calculations
indicate that the margin, given amplitude only filters, will be at least two
to one. Thus, by thresholding the detector outputs, a parallel
determination of the correct source spacing can be achieved. Connecting the
outputs of the appropriate channels and identifying them with the
appropriate answer then leads to the positional coding of the output which
can be cascaded to the next computational operation. Extension of this
architecture to higher radices is straightforward.

In summary, we have presented a conceptual scheme for optically performing
rapid arithmetic and logic operations that can be implemented with current
technology. We are at present building this device to demonstrate its
technical feasibility.

References

1) N. S. Szabo and R. I. Tanaka, "Residue Arithmetic and Its Application
to Computer Technology", McGraw Hill, New York, 1967.

2) K. Brenner and A. Huang, "An Optical Processor Based on Symbolic
Substitution", Conference Proceedings of the Topical Meeting on Optical
Computing, Optical Society of America, 1985.

... . %

% ,%

. -

.% "..

63""



0* . 6

Input 1
0 1 2 3 4

0 0 1 2 3.4

1 1 2 3.4:0 'V
C14 - __

2 2 3 *4:. 0 1
C ....__ __0

3 3 4:: 0 1 2

4:4::, 0 1 2 3

Figure 1. Radix 5 Residue Addition Table

. w

kg

Input 1 0

0 1 12 3 4
... Input 1

0 0 0 0 0 0:::: 1 2 4 3

1 0 1 2 3:: 4 1 1 2 4 ::3

.. ... ..

C. -. 
V,-

3 0 3:: 1 4 2 4 4 :~3: 1 2

0
4 :: 4 3 2 1 3 3.1 2 4

a. Normal Order b. Permuted Order With Zero Inputs Removed

Figure 2. Radix 5Residue Multiplication Table 0

0

64.

0

Af.- wa



MID4-40

0Source on
0 Source -.ff

Point
sources
array

Spacing Nx Corresponds to
4 0 unique operation result

SExample: 3 +1 -5X spacing =*4 answer
S2 0 also 2+2-5X-44 *

1 0 0+4-5X-4 4

0 0
0 0 ~

04 1 0 0

* 2 0 0 0
-E 3 0- Uniform

4 ~ Xspacing
4 0 of sources

Figure 3. Positional Coding of In formation for a Radix 5 Adder

Input 1I

Mach-Zehnderl %
modulators I

Detectors
Matched .

f ilter
array AOtu

Spherical Cylindrical
F. T. lens F. T. lens Thresholders

Input

Power
* divider

0O Coherent source

Figure 4. Device Configuration (Radix 2 Adder or Logic Unit)

65

% 0

..........................................



I~yy... r r r -;7;Tk -7 Z

MD5- 1

%U.'

Demonstration of a Digital Optical Matrix-Vector Multiplier

Using a Holographic Look-up Table and Residue Arithmetic

S. F. Habiby and S. A. Collins Jr.

Ohio State University
ElectroScience Laboratory

1320 Kinnear Road, Columbus, OH 43212

Summary S

* The optical matrix-vector multiplier described in this paper
uses a Hughes liquid crystal light valve as the active element, the
residue arithmetic number system and a holographic table lookup. It is
designed with the premise that only one light valve response time is
to be used to optimize throughput and that there are a plethora of
image elements available on the light va]ve.

In the paper we will first describe the mapping approach to
residue arithmetic and then describe how it is implemented in
principle and in actuality including the role of a holographic lookup
table. Finally results of operation are shown. .,

Residue arithmetic is well known. Given a modulus, m, and a
number, N, the residue of N with respect to m is the remainder after .

dividing N by m. A number is represented by a set of residues
(rr,r...) with respect to a set of moduli, (m ,m2,m ...). For 4'

exampile with modulus set (2,3,5) the residue representation for 17 is 4..

(1,2,2). A residue representation is unique through any consecutive
range equal to the product of the moduli as long as the moduli are
relatively prime. Numbers can be added, subtracted, and multiplied by

adding, subtracting, and multiplying the individual moduli without the .
necessity of resorting to carries.

In this talk arithmetic operations of addition and
multiplication are implemented by mappings such as those shown in .
Figure 1 where we see at the top mappings for times 1 and times 4
using a simple representation where the input is on the right side and
output is on the top. To make connection one shifts left from the
number on the input to the black square and then moves up to the
output. For example, in the times four modulo five table 4x4=16
=lmodulo5 so an input of four is connected to an output of one. '4

Other tables for multiplication and addition are shown.
In this talk we will use the moduli 3,4, and 5 for ..

illustration. In practice the modulus set (9,10,11) would be more
appropriate, having a ten bit dynamic range.

The process is implemented optically as shown in Figure 2The.

where we see a liquid crystal light valve with the input beams on the
left hand or input side. The light valve is configured so that a
bright input rotates by ninety degrees the polarization plane of light -
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reflected off it, while dark input lets light reflect off it with r

unchanged polarization. Also shown in Figure 2 is a hypothetical
polarizing mirror. That is a device which passes one polarization and S
reflects the other. In operation the input light passes through the
polarizing mirror, has its polarization rotated by the light valve, is
reflected a desired number of bounces, has polarization rotated again
and passes out, thus representing one row of a typical map. 'P

All the rows of a full map would be represented as shown
in Figure 3 where we see the full set of input locations on the S
right and the output locations on the bottom right. The numerical
value of an input number is represented by position coding so that
only one of the input positions is illuminated at a time. Once the
spots on the input side of the light valve have been illuminated then
the particular output is obtained in the transit time of the light.

To implement the mapping operations without the hypothetical S

polarizing mirror, the loop configuration shown in Figure 4 is used.
There we see the input spot array positioned vertically at the upper
right and output array positioned horizontally on the bottom right.
Light in an illuminated input spot passes through the polarizing prism
on the right, and is imaged onto a spot on the light valve at upper
center. It has polarization rotated so that it will pass through the S
polarizing prism on the left, is imaged again onto the mirror at lower
center, and reimaged onto the light valve. One of the mirrors is
tipped so that the spot is reimaged to a location adjacent to its
original position, as desired. After the desired number of reflections
off the light valve, the polarization is changed and the light passes
through the left hand polarizing prism and is imaged onto the output
line as shown. In the full matrix multiplier configuration this ..
mapping is used many times for both multiplication and addition.

A schematic representation of the full matrix-vector .
multiplier is shown in Figure 5. This is configured to perform
the matrix multiplication operation c E b.. In Figure 5
we see two light valves. The one on t~ei left is intended to perform
the multiplications and has illuminating it on its write (left) side
mappings representing the matrix elements a. . These patterns are
generated by the microprocessor- controlledl RT at the left. The light
valve on the right is intended to preform the final addition
operation. A holographic lookup table memory converts the output from
the individual a .b products into maps which are then used to
illuminate the input of the summation light valve.

The operation of the holographic lookup table memory is .'

shown in Figure 6 where we see the reconstruction process illustrated.
For a given operation and modulus, the hologram has superimposed as
separate holographic exposures in the same area all the mappings for
that operation. Thus addition modulo five will have mappings for +0,
+1,+2, +3, and +4 all stored in that area. The exposures are
differentiated by angle multiplexing, so that light from the different
spots in the input plane, one focal length away from the lens. all
reconstruct different mappings. The mappings reconstructed from the
holographic lookup table memory then serve as input to the write side
of the light valve for the addition loop.

The actual system implementing Figure 5 will be pictured S
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in the talk. One light valve is used for both multiplication and
addition operations, both operations being performed in the same loop,
and a hologram is used to connect the loops. 0

For practical reasons the multiple bounce lines of spots
on the light valve go in a forty-five degree line. This was chosen to 0

more effectively utilize our light valve which has liquid crystal in a
parallel off-state configuration rather than the more usual twisted
nematic hybrid field configuration, and in addition allow light to be
vertically or horizontally polarized when passing through the

polarizing prisms.
Only enough of the matrix-vector multiplier was set up

to demonstrate operation. This includes one multiplication for one
modulus, and one addition which responds to the particular product
from the multiplication. The portion demonstrated are highlighted in
Figure 5. To perform a numerical operation with full dynamic range 0
three parallel mappings would be required, one for each modulus.

For indication of operation the optical patterns produced %

in various planes are shown in Figure 7. Figure 7a shows
representative patterns from the holographic input to the addition

modulo five operation. These are photograms made by placing
photographic contact paper in an image plane. The grid was dubbed in S

during the printing process. The patterns are identical with those
shown in Figure 1 except that they are rotated forty-five degrees to
conform with the desired light valve operation. Similar patterns were
generated by the CRT input for the multiplication operation. Figure 7b
shows simultaneous outputs from the multiplication and addition
operations. The system is configured to add three from the addition S

loop to the output from the multiplication loop using modulus five.
Thus the part to the top in 7b shows a spot representing a value of
one for the output from the multiplication loop and four from the
addition loop as expected and the part to the right shows an output of %
four from the multiplication loop and two, (4+3)modulo5 as the output .
of the addition loop. 0

To summarize, we have designed, built, and demonstrated
proof of concept for a residue-based matrix vector multiplier using a
hologaphic lookup table and performing a complete matrix vector
multiplication operation in one light valve response time.

;
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LIMITATIONS TO OPTICAL FREDKIN CIRCUITS .:

0

Robert Cuykendall and Debra McMillin

Department of Electrical and Computer Engineering
University of Iowa, Iowa City, IA 52242

.,a.

Several optical Fredkin gate [Fig. 1] implementations have recently been proposed as building V.
blocks for optical computers. It is shown that such conditional-routing devices can in fact be
cascaded to compute the function f(x 1 ,...,Xn,Y1 ... yn)=[(x 1 ... Xn)+(yl... Yn)]mod2. This is

accomplished through the design of a Fredkin-based minimal full adder circuit [Fig. 2] with ,"
carry-out feedback possessing the property that its control signals never interchange with data
signals. Computation is performed by inserting the variable arguments initially into various
control lines, while constant values are inserted into the initial data lines. The circuit is thus * -
'programmed' by scratchpad constants entered into its first-level data lines. 0

Utilizing the proposed building blocks, additional circuits can be designed having some
computational properties beyond their obvious interconnection properties. For example, a 1-line
to n-line demultiplexer [Fig. 3] can be implemented without intermixing control and data lines. "a
Such a circuit can then be programmed to compute all minterms for an arbitrary switching
function f(x 1 ,...,Xn). However, these circuits cannot sum their outputs, thus cannot compute f,

nor can they be cascaded in any way which would be computationally productive. Moreover, the
perfect shuffle on n inputs can be implemented [Fig. 4] and programmed to compute not only
specific minterms, but any minimal sum of products for an arbitrary switching function
f(x 1 ... ,xn). It can thus compute f, but again these circuits cannot themselves be cascaded in order

to compute functions in a composite (or sequential) form, or to compute functions having a
dynamic computational dependence.

A

0 1 Cany--AB+AC+BC
0 1 01 B

c a a a a a a a

cx+cy a "'+b a J
y - -cx+c b- ab b a+b a

(a)b) (C (d) (e) C

CABC +ABVA'+A'BC'

Fig. 1. (a) Fredkin gate realization of: (b) ANU, (c) OR, Fig. 2. Minimal restricted Fredkin adder I(d) NOT-FANOUT and (e) DELAY. [6 sink, 4 sink delays].
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*0

A0  i P(i) , -

0 0

* 0

x. - oo ,v.

A

0 0 4

A S 0 < < 2- 1.

x S
0 n0

It -a x [- 0~

Y6 n-2 n " '
Ainn I 0< i < -1 --w

Fig. 3. 1-line to n-line demultiplexer [address Fig. 4. n-point perfect shuffle.
inputs AO...An. 1 specify to which of

the n outputs Y0 ... Yn-1 the data signal

X is to be routed].

General circuits for implementing higher-order logic functions (such as n-bit binary
multiplication) may not be possible due to the fundamentally different nature of the control
signals in the devices proposed, and the observation that every computing primitive requires
the control line be used to input an argument value. This dynamic dependence of the control
signal on the computation remains when the Fredkin gate is constructed by cascading .4°o

elementary Priese switch gates 2 [Figs. 5,6]. -.

C c C C
cx 0

x p cp+c'qc'x ,,:

q c'p+cq

Fig. 5. Priese switch gate [input signal x routed Fig. 6. Fredkin gate realization [bridge symbol
to one of two output paths depending on indicates nontrivial crossover; all l
the value of the control signal c]. other crossovers are trivial].
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The "interaction" gate [Fig. 7], on the other hand, is a reversible two-input universal logic

gate which utilizes no control-specific signals. It is well known3 that a Fredkin gate can also 0
be realized [Fig. 8] by cascading interaction gates. Thus, any cascadable optical
implementation of an interaction gate would a fortiori allow an optical realization of a Fredkin
gate in which the control line is not basically different in nature than the other two lines.
While such a cascade may not be practical when compared to simply using the interaction gate
itself in computing circuits, the resultinp composite Fredkin gates could be cascaded into
arbitrary reversible sequential circuits-.

Pq

p +cq . '. p

pq'+ q
pq C0401j %~qp''

q "+cq

(a)

Fig. 7. (a) The interaction gate and Fig. 8. Fredkin gate realization [bridge symbol S
(b) its inverse, indicates nontrivial crossover; all other

crossovers are trivial].
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MATRIX-VECTOR MULTIPLICATION -

USING POLARIZATION ROTATORS

d'I

L. Scharf, NV. T. Cathey, K. M. Johnson

Center for Optoelectronic Computing Systems
Electrical and Computer Engineering Department

University of Colorado, Boulder
Boulder, CO 80309-0425

Introduction

The potential application of optical systems to perform high speed, low cost signal pro-
cessing with large parallelism has attracted the attention of researchers for many years. Gen-
eral optical processors have been developed that compute matrix-vector multiplications and

other linear algebraic operations using incoherent light. One example is the Optical Matrix-
Vector Multiplier (OMVM), which calculates the discrete operation of a matrix-vector pro-
duct, rather than the continuous correlation and convolution more commonly associated with .%[',

optical processing [1]. The OMVM can be used to compute discrete Fourier transforms .
(DFT's), and for performing linear algebraic operations, including matrix-matrix multiplica- •
tions. It has been suggested as a method for implementing associative memory [3-5] and opti-
cal crossbars [4]. The first OMVM had several disadvantages, including low accuracy, low
speed, and a nonprogrammable matrix mask. Recent implementations use real-time spatial ,'

light modulators (SLM) [5-71 and acousto-optic cells [8]. The two-dimensional spatial light
modulators used in many of these optical processors operate at millisecond speeds, are expen-
sive and have low resolution [5, 7]. One-dimensional modulators such as acousto-optic cells
are faster, but the major drawback of computing matrix-matrix operating using one-
dimensional devices is that to calculate two-dimensional matrix-matrix operations, data from
the rows and columns of matrices must be loaded serially. The cycle time through the proces-
sors increases with the order of the matrix, and the natural parallelism of optics is lost.

Objective 0

The goal of our research is to achieve 100 x 100 matrix-matrix multiplications in a
microsecond, with 10 bit or greater accuracy. To achieve this goal, a new approach is needed. %
We describe a two-dimensional optical systolic processor with new algorithms, architectures,
and devices which we believe will result in the evolution of an optical processor capable of
meeting this goal. In this paper we outline our design principles for high-speed, high precision
optical implementations of linear algebraic computations.

One can view the matrix-matrix multiplications problem with the frame work of 6,a i/O %%

problem and a realization problem.

For this I/0 problem there are an infinite number of realizations

or algorithms that one can use to perform the multiplications.
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We can use this freedom to optimize criteria associated with the
computation. For example, in some digital processing problems we
choose an algorithm to minimize the number of computations. In this
particular application we wish to design algorithms which use low
accuracy primitives to obtain a high accuracy result. We also wish to
pipeline computations, develop highly regular and locally connected
geometrices, and to use simple optical primitives as the basis of the
algorithms.

(ii) Realization problem.

The realization problem consists of finding architectures that consist --
of simple optical primitives, connected in modular geometries, to
produce high-accuracy results by pipelining the computations through low
accuracy cells. This goal involves:

(a) low accuracy primitives for high accuracy results
(b) modular geometrices
(c) pipeline computations N'.Nr
(d) simple, optical primitives

Algorithms and Architectures
The algorithms being used for this processor break-up matrices into repetitive operations

on a smaller set of orthogonal rotation matrices. The algorithms are low loss and the archi-
tectures used to implement the algorithms are cellular, as shown in Fig. 1, and based on opti- '

pyn
cal operations (9]. -I

Yn- -.
Pyn4tP.n- - -""

Y,,

.4- -"

PA- Y.

Figure 1. Cellular lmplementatic i of a Vector Pipelined Projection Operator.
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Optical Implementations

Figure 2 illustrates the rotation operation on incoming signals as a (2 x 2) matrix map.
This same operation can be implemented optically using devices that rotate the polarization ./
of the input vector. One optical implementation of the rotator-combiner is shown in Fig. 3,
where the first element is a polarizing beamsplitter which separates the x and y components. .,.

The second polarizing beamsplitter acts as a combiner of the appropriate components, and a %
polarization rotator then imparts the desired rotation onto the resulting vector. For hard-

wired applications, quartz, which gives a rotation fo 21.70 /mm, could be used. The thickness
can be controlled to yield the desired rotation. Electrically controlled rotators would give

programmability and an array of liquid crystals could provide discrete rotations. r

U, 0

Vi COS O SIN 0 U, , 0j

V2  COS O SIN 0 U 2  
.-

Figure 2. Signal Rotation Operation.

Figure 4 shows that, with the development of a rotator-combiner cell, the general prob-
lem of implementing matrix-vector and matrix-matrix multipliers in numerically stable %_%

machines can be implemented in a regular cellular array of such rotator-combiner cells.

v C R C R C C R % '

yP r

V cc _R C R if _H .-C _R ,%

V 0

Figure 3. Cellular Architecture for Implemeting a Sequence of flotations. . .

We will discuss implementing the rotator-combiner cell using polarizing beamsplitters,
and ferroelectric liquid crystal (FLC's) which can switch the polarization of incident light in .
less than a microsecond (10, 111. These crystals, developed at the University of Colorado,
Boulder, in the Physics Department have already been fabricated successfully In 32 x 32 ,".V.

,
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matrix arrays [12]. By making 256 x 256 matrix arrays, a trade-off between array size and
accuracy can be achieved. In addition, since these FLC's are capable of submicrosecond
switching speeds, a trade-off between speed and accuracy can now be made for the first time.

PBS PBS R
A %

N B"

Figure 4. Integrated Rotator-Combiner Using Polarizing Beamsplitters.
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Monte Carlo Matrix Inversion

Using an Optical Random Number Generator
Anthony J. Martino and G. Michael Morris

Institute of Optics
University of Rochester

Rochester, New York 14627

Introduction

Matrix inversion and other linear algebra problems are a frequent subject of

interest in the field of optical computing. In this paper we describe laboratory

experiments involving Monte Carlo matrix inversion using an opto-electronic hybrid

system. The hybrid system is composed of an optical random number generator

coupled to an electronic digital processor.

The deterministic "pseudo-random" number routines usually found on digital

computers sometimes are unsuitable for extensive calculations because of
repetitions in the sequence and other departures from randomness, and because they :z, ".-

are inflexible with respect to the distribution of the random number output. The

advantages of such routines are that they are simple and can generate the same

sequence repeatedly for testing purposes.
In the past, devices that employ naturally stochastic physical processes have been

used to produce true random numbers. Processes involved have included time

sequences of noise voltage in electronic circuits and emission of particles from

radioactive substances. These devices have suffered from difficulty of calibration •

and inflexibility of distribution.

Recently, devices have been reported that produce true random numbers by using

the spatial variation of stochastic optical processes such as photon-limited images"2 ,

and laser speckle'. The use of spatial rather than temporal randomness reduces
problems in calibration and allows one to produce random numbers with any

bounded two-dimensional distribution.

The random number device used in the experiments reported herein is based on
photon-limited imaging. -

The Optical Random Number Generator

The optical random number generator works as follows. An object

(transparency), which can be used to control the distribution, is projected by a .

lens/filter combination onto the cathode of a detector at an irradiance level such that
photon counting is possible. The detector is a two-dimensional, position-sensitive
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photon counter; its output is the spatial coordinates of the location of each .

photoelectron as it is ejected from the cathode. These coordinates, digitized to 8 bits % %

in each direction, are used by the electronic computer as random numbers. The

maximum rate is 100 thousand random numbers per second with the present

detector and its support electronics; this is sufficiently fast that the electronic

processor speed and not the random number rate limits the speed of computation.

The Matrix Inversion Algorithm

The following algorithm is described in detail in the literature. (See, for example, %

Ref. 4.)

An nXn matrix A is to be inverted. Compute the matrix B -- I - XoA in which I

is the identity matrix and Xo is an initial estimate of the inverse matrix. Assume 0

that the initial estimate Xo is equal to the identity matrix I, so that B = I - A. For -.

the algorithm to work, it is necessary that the norm of B, denoted jjBj,is less than "V,

unity. 
V1' A.

Next, form a discrete Markov process with n + 1 states, in which one state, state S

m n + 1, is an absorbing state. The transition probabilities are governed by
B ., :.::lij n(1) ::::.

Pij - " 1 - _n
ij

0n (2),?
Pim 1 -- . Pij " l)i6

j= 
% .h..JV

(3) •P z 8 ."

in which the quantities v, are called value factors. Note that the transition

probabilities and the value factors are somewhat arbitrary and can be optimized

subject to the constraints of Eq. (1)-(3) and the requirement that all probabilities be

positive and less than or equal to unity.

The random variable GO, is defined as
G .j = 0 ' O ( 4 ) , ' y

V V ... V

G. 2 3  "skklsk (5)

in which s, through sk represent the sequence of states in one realization of the

Markov process. It can be shown thpt the expected value of GJ is equal to the

element (A-'),, of the inverse matrix.
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Theoretical Predictions

The performance of the matrix inversion algorithm can be affected significantly

by the choice of transition probabilities, numbers of chains, and other variable

parameters. To predict such effects, we use methods similar to those given in Ref. 5.

For example, we wish to know the effect of varying the "stop" probability P,,- The

probability that a Markov chain has length I is given by

P(l) = (1 -p) - Pm (6)

*. and therefore the mean chain length is given by

1/ (7)

P n

Ifd is a number such that the absolute error of an element of the Monte Carlo

solution is less than d with probability 0.95, then it is approximately true that

2o 2o(8d = - (8)
112 (p N 12

(PmNrow)

where v is the number of Markov chains completed while calculating a row, N isroYw

the random number count for the row, and u is the maximum standard deviation of

any element in the row.

The variance of an element is given by

2 1 1 2o = - ((l-C)-') ((A- )) (9) .:.''.

m

w h e r e C = B v 
'.- -

Finally, the computation time necessary to invert a matrix is given by

T n2 Tsetup + n 1(- 1 I )T + r 2  (10)

in which Ts,,tup is the time to calculate each value factor, T, is the time for each non-

terminal step of a chain, and T,, is the time spent at the end of each chain. '-.

Experimental Results

Experiments were performed using matrices of different orders and norms.

Measurements were made of chain-length statistics, total random numbers used,

execution times, and error rates while varying the stop probability p,,, and the order

n of the matrix.

Figure 1 contains a plot of error rate r vs. Pm for a 50 X 50 matrix that was

generated randomly and normalized to have 11811 = 0.5. The three curves show ,Ki

results for three (fixed) random number counts. Note that r decreases with

increasing p,,, and with increasing Nro, as predicted by Eq. (8). 0
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0.1

Figure 1. Plot of error -25K rate r = d / ItBII against "---
0.5 II 50K stop probability pm, for a

0.05.

50 X 50 matrix. Curves
are for three different S
values of Nrow, the
random number count per
row.

0.0 __ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

0.0 0.5 1.0

This and other experimental results that will be presented clearly show the
tradeoff between speed and accuracy that exists for Monte Carlo matrix inversion. 0

The tradeoff is greatly affected by the choice of transition probabilities and other

parameters, such as the order of the matrix and the initial estimate. For example, if

Pm is too small, error will increase; if po is too large, the number of chains (and hence
the time) will increase.

The execution time for a 50 X 50 matrix inversion by this Monte Carlo method is
much longer than the time for the same inversion by Gauss Elimination. However,

the n dependence of W is of a lower order than the -n 28 dependence of the more
refined Gauss Elimination routines. Estimates will be given for the "breakeven

value" for n, above which the Monte Carlo method will be more efficient. %
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Optical Technology and the Joint Services Optics Program.
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MONTE-CARLO PROCESSOR ARRAYS USING OPTICAL RANDOM NUMBER
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F DEVOS, K. MADANI,,
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I INTRODUCTION:

The use of optical phenomena for the generation of random number arrays ,,.-

has been introduced by Morris and his coworkers in recent publications 11-31.
In the present work. we elaborate on the usefulness of optical binary

random 2-D array generation for massively parallel electronic Monte Carlo
computing. The principles proposed are described in section II and relevant
numerical orders of magnitude are given in section III. In section IV. we discuss the
respective advantages of speckle and of single photoevent detection for this purpose
and present a preliminary experimental illustration.

11 RINC[PLES

The importance of Monte-Carlo algorithms for solving computation
problems in high dimensionality spaces is well known. For example, the simulated
annealing procedure, a powerful method for obtaining near optimal solution to NP
complex optimization problems, derived by Kirkpatrick 141 from the Metropolis
algorithm 151, has recently attracted considerable attention. The design of parallel
processors dedicaced to such algorithms is an sensible issue, since the
multidimensional problems suitable for stochastic computing also require a large
number of iterations of computing cycles based on random trials, but can usually
accomodate a high degree of parallelism. Massive parallelism, involving typically 0
104 to 105 parallel processing elements (P.E..s), is compatible with present on-chip
technology only if the P.E.s are limited to a few tens of transistors. This precludes the
use of pseudo-random number generation techniques by the P.E.s themselves to
obtain the required random numbers ;instead, physical random phenomena have to
be used.

There is therefore a need for physical means of iteratively generating 2-D
random number arrays at a rate compatible with a desirable computing cycle rate of
typically 1 Vs, with each drawing independant from the others. Specifically, since a PE
of the kind considered can only operate on one-bit words, binary random arrays of the
type [ajt] are required, with ait equal to 0 with probability P(i,j,t) and to 1 with

probability 1 - P(i,j,t), where i,l are the PE line and column numbersi.e. pixel number

, , , " .% - -. ' , - , - .'.. .. '.. ."..
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and t denotes a discrete time sequence. Depending upon each particular algorithm,
the probability P(i,I,t) may actually depend on time only or on space only, or on all
three variables.

The random array generation process must be compatible with the N 0
parallelism of the processor, i.e. require no additional calculation or out-of-chip
component. We propose to produce optical random phenomena on a photosensitive
input located on each P.E.. Standard NMOS and CMOS technologies are readily
suitable for diffusion of photodiodes on silicon.

III RELEVANT ORDERS OF MAGNITUDE: 0

The following numerical values are only orders of magnitude intended to
investigate the requirements and feasibility of the proposed procedure. Each PE may
be provided with a 10 x 10 l m photosensitive area with a typical capacitance of 0.01
pF. A voltage dop of about 0. 1 V is required for "low' state detection and therefore the S

drawing of, for example, value 1 of aij . This means that about 5 000 photoelectrons p

must be extracted during one computation cyde time of duration 1 11s. For a
photoelectric yield of 10 %, 50 000 photons must reach the photosensitive area of
each PE i,j during each cycle t for which ait - 1. With the maximum sensitivity of
silicon in the red and near infrared part of the spectrum, this corresponds to an energy
of 10-14 J. Therefore, if unfocussed light illuminates the whole chip of area round
2cm2 , about 1 mW is necessary.

It must be kept in mind that the probability p(i,j,t) of aji being equal to zero
must be modulable from 0 to 1 with a good accuracy by external control of the
illumination level. If the random array is derived from a randomly varying physical
quantity q assuming a large number of values, then some threshold qt has to be set
such that ait= 0 if q does not reach the threshold qt, 1 otherwise. Any fluctuation or
inaccuracy in the threshold affects the accuracy on p(i,j,t). As a consequence, the N.
photon arrival statistics related to a pulse height modulated bunch of about 50 000 S
photons cannot be used : such a pulse shows a dispersion of only 230 photons: if
the average light flux is modulated and a detector threshold fixed at about 50000
photons, a flux variation of only about one percent would change the detection
probability from almost zero to almost unity. This means that a fluctuation of only a few
percent in the photodetector characteristic from one PE to the next would make the
required control completely impossible. It is therefore necessary to rely on a different
random phenomenon, showing a large dispersion. Two possibilities will be
considered here : the amplification of single photoevents, and speckle.

IV DISCUSSION OF SUITABLE OPTICAL RANDOM PHENOMENA.

i - Microchannel plates image intensifiers are suitable for easy adaptation
to a chip. They provide resolution in the tens of micrometers range, with a typical gain
in photons of roughly 1 000. Two of these in cascade can therefore, out of single
arriving photons produce adequate light levels for the desired operation. The
experiment then consists of a low, controlled light level image projected on the
photocathode of the first image intensifier. The random arrays produced by this
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method show independance in space and in time. For a preliminary experimental OX
illustration, we have cascaded two image intensifiers. Due to low gain of the .
particular devices used, we had to feed back the output signal to the output window
with an optical fiber. The saturation gain was then reached and random signals with 0
uniform spatial density were generated out of the dark current of the first electron
multiplier. The outcoming pulse of light was proximity coupled onto a fiber and then
used to illuminate one photosensitive area on a PE out of aN-MOS test circuit made of
a 8x10 PE array 16[. The oscilloscope trace on the figure below shows an arriving "
bunch of photons clearly triggering low -state detection : the capacitance voltage vs
time curve shows a sudden slope discontinuity upon arrival of the light pulse. This
experiment needs further refinement for several reasons : in particular, a higher gain
is required to generate the light pulse by an incoming low light level image and
ultra-high response time phosphors will be needed to provide the desired iteration
rate. If these problems can be solved, then the method shows potential for generating *
the low-light level image driving probability P(i,j,t) in situ on the cellular processor chip 0

by incorporating a low power photodiode in addition to the photodetector (using an
adequate technology, obviously not silicon alone) : this would be very useful in the
case of simulated annealing algorithm where the value of P(ij,t) results from local
energy estimates. .

S 0

?5

4,

photodetector of one processor of a PE array. The bunch of photons is 0
obtained from one single event amplified by a double microchannel plateV

image intensifier. The upper trace is a clock signal. N,
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ii - Speckle is also an adequate phenomenon for our goal. The energy

considerations in section III show that the power required in the speckle pattern is ".-
quite reasonable. If it is possible to use a 1 W near infrared diode laser, it is not even
necessary to exercise particular care at saving energy in the diffusion process used to
generate speckle. The way of obtaining the required spatial and temporal
independance between the successive cawings at the various PEs by a suitable use 0
of the speckle statistics is described elsewhere 17. "- % -w0

V CONCLUSION:

A monochip 2-D array of processing elements can be provided with a
spatially and temporally modulated random number generator by insertion in each " 4

processing element of a photosensitive area exposed to a randomly variable optical
phenomenon. The case of individual photoevents amplified by microchannel plate
image intensifiers and the case of speckle have been considered. Applications
include in particular massively parallel implementation of simulated annealing
algorithms on 2-D arrays of typically 256 x 256 binary images. The device is
effectively a binary retina with randomly variable input and local processing power.

The authors wish to thank L. Bernstein, P. Garda and J.C. Saget for their
help in this work, and J. Piaget and C. Lemonier of LEP for lending the microchannel
plate image intensifiers used in the experiment.
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Free Space Optical Interconnects by Cascaded
Holographic Elements

\V..J. Iloss ,ack

Wheatstone Laboratory. King's College London. N *

The Strand. London W( 2R 2LS. I K.

Abstract 0

Cascaded holographic systei for opt (al , oordiniot, ransformations is applied to free

space optical interconnect. The design criteria for afocal systems, performing conformal -

mappings is presented. 
.

Introduction

In parallel architecture optical computers the wiring interconnections of digital elec-

tronics must be replaced by optical routing components. typically in free space. This .1"-

free space interconnect problem has been approached by aspheric glass optical elements, S

[Lohmann 85], for implementation of the perfect shuffle, and multi-facet computer gen-

erated holographic elements for a 16 gate optical ;equential logic system, [Jenkins 84].

Gate array technology is ap)roaching 10'; gate per device, [Sawchuck 86], as a 2-D

array, presenting considerable interconnect problems. Interconnection by aspheric op-

tical elements are limited to specific interconnection patterns, are technically difficult

to produce, and frequently require complex optical systems. The multi-facet hologram

technique is very flexible, allowing essentially arbitrary interconnections, but requires

one computer plotted "facet", or lens elements per gate. Due to diffraction effects and

the resolution limit of CGH plotting equipment, is unlikely that each facet can be re- , .

duced significantly below 100gm by 100gm. This results in prohibitively large optical .-% %

elements, (10cm by 10cm for 106 gates), and extensive production times, sepically for

production by c-beam lithorgaphy systems. However if totally arbitrary interconnec-

tion of gate is not required, the techniques of optical coordinate transformation, and

in particular holographic phase plates, [Bryngdhal 74]. may be utilized, where either the

whole array, or a sub-array of gates may be treated as input distribution or "image"

which is to be mapped to a output plane under going a single or series of coordinate

transformat ions.

This paper presents an afocal extension of the siriple coordinate transformation

system, initially developed by Bryngdhal. which allows cascading of transformation

elements. The conditions for the production of twin element afocal transformations S

and the applications to optical interconnects.
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Simple Afocal System for Optical Coordinate Transformation

Coordinate transformation involves the mapping of any point (Xi,yi), in plane Pi. to JP ]

a point (x2,y2) in plane P2 , separated by a distance d l ,2 , where the transformation is

described by, X (,

X2 = Yl,2(X ,yl) e% -

Y2 YI,2(XnYi)

where Xmn,(Xm,yn) and Ymn(x,,ym) describes the desired coordinate transforma-

tion between planes Pm and P,,. To perform afocal coordinate transformation, two %

holographic elements are required, [Hossack 86]. The elements are designed by a simple

geometric ray optics model, which can be shown to be equivalent to the stationary -"'a

phase approximation.

If we consider a plane wave incident on a phase functions, Wi,2 (x1, yI), the direc-

tion of the propagated wave will be given by its directional cosines, (a,/ 3 , ,), which NIP.

for the small angle approximation will give,

WI,2 (XI,Yl) -- kz = k(ixi 4- 0lyl -i- yiz)

where k = 27r,A. This gives the phase function as a pair of differential equations. as.

9W 1,2 (l,") =

OW l, 2 (XI,yl) _ k 1

ayl .:.-

Now by substituting for a, and 01 in terms of (xl,yI) and (X2,y2), and again applying

the small angle approximation, we get expressions for the phase function, in terms of

the transformation, given by.

y l Y1,2(r1Y-)Yl.dl
a , di,2 %

To form a afocal system, the out rays must be parallel, requiring a second holographic

filter, denoted as W 2,1(X2.Y2). Since in any linear optical system the ray paths are ,

reversible. the second filter must implement the inverse coordinate transformation,

(x2,y2) (xIYl), given by,CII

I A"2 ,1 (X.r>
A~ 1 (r., IL).Y I V ., ( .r .!1 2 )

Therefor by analogy with the first filter, the phase(' function of' the s('co!,,, plhac ('or-

rection filter, is given by.

(Al .(11,2

iV2,1 (X2, Y2) kr (r (.r 2 .i/ 2 ) .r 2  *1
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Conditions of the Existence of the Phase Filters

There are two conditions on the existence of the phase filters:

Firstly for the inverse to exist, the transformation must be point to point, ie. conformal. 0

Secondly the phase function W1,2 and W2,1 are two dimensional continuous functions.

so th-t,,

A'.:
9X 1 iy 1  (9y 1 (X 1

So that the allowable transformations for which the phase function can be found are •

limited by the relation,
(dX1 2 ay d 1 ,2

- 79y I. "

Therefore if both of these conditions are valid, then an afocal two hologram system can
be produced. It should be noted that if the conformal requirement in not valid, then
a single hologram system may still be produced, but the second hologram to from the

afocal property does not exist.

Since the transformation system is afocal, then multiple systems may be cascaded
together, (also producing an afocal system), to perform transformations that do not S

obey the above existence criteria, and in particular any conformal transformation can be

implemented, provided it can be decomposed into a series of conformal transformations,
each of which obey the above criteria.

Applications to Optical Interconnections •

By considering a 2-D array of logic gates, (or a sub-section of), as an "image", a
single hologram, or cascaded sequence of holograms can be used to interconnect the

gates provided the transformation can be implemented under the above conditions. It A
should be noted that the requirement for the system to be conformal, a sever restriction

for interconnects, may be relaxed on the last holographic transformation element of a

cascaded system, provided there is no requirement for the whole system to be afocal.

Conventional amplitude CGH filters have very low diffraction efficiency, typically

a few percent. However the original CCIH may be copied, holographically, [Fairchild 821,

to form a COHOE, which with the use of L)icromated Gelatine, has the potential for

diffraction efficiency approaching 100 %.

This method of interconnections does not allow totally arbitrary routing of beams,

thus imposing restrictions on the logical interconnections. In particular the usual "fan- S

in" and "fan-out" systems are difficult to implement. This may be tolerated at the

considerable reduction in the CCII plotting overhead, and possible size reductions.

Acknowledgement
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Optical Interconnect Complexity Limitations for
Holograms Fabricated with Electron Beam Lithography .

Michael R. Feldman and Clark C. Guest

Department of Electrical Engineering and Computer Sciences
University of California, San Diego

La Jolla, Ca 92093

Introduction
As VLSI chip sizes and device densities increase, signal communication

limitations begin to dominate system perfomance1 ,2 . By replacing particular'o
electronic transmission lines with optical signal paths, perfomance can be
improved in terms of speed, aileviation of clock skew and a reduction in silicon
area devoted to interconnects. These improvements can be achieved for on chip 4/

or chip-to-chip communication, but become dramatically evident for wafer scale
communication. At the wafer scale level, global interconnections are infeasible to .... -. .

perform electronically due to the line lengths and complexity involved. In addition,
arrays of parallel processing elements are utilized in order to alleviate problems of
yield. The use of optical interconnections would allow for the interconnection of
these processing elements in a global highly parallel manner (such as hypercube
and butterfly machines) that are difficult to achieve electronically3 . However, in this
case the optical system must be able to handle a large number of sources, each ,
requiring a large fanout. Highly complex interconnection schemes can be , ,AC

achieved with the use of a holographic optical element (HOE) for free space optical

interconnections.
The use of computer generated HOE's provides a hologram fabrication

process compatible with integrated circuit processing procedures. The fabrication
method employed consists of etching a 1/4 wavelength thick silicon dioxide layer
on a silicon wafer substrate and overcoating the wafer with aluminum 4 . In this way
a reflectiive surface relief hologram can be fabricated in an I.C. compatible %
procedure.

In this paper a particular design method for computer generated HOE's
fabricated with electron beam lithography is first described. The interconnect
complexity limitations of these HOE's for two types of architectures are then
discussed. Finally some experimental HOE's are described.

System Design
An important parameter in determining interconnect complexity is the distance

a signal beam can be deflected by the HOE. The communication distance, C, is
defined as the distance between a diffracted HOE output spot and the center of the po..%

undiffracted light in the VLSI plane (Fig. 1). Cx and CY, the x and y components of
C, can be evaluated by using the thin grating equation and by considering the •

V N,
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largest angles involved in the imaging system,

Cx= h tan( sin-1 [0.5 BW N - 0.5 e×) I - h tan(0.5 ex) (1)

where h is the distance between the HOE and the VLSI plane, BW is the spatial
bandwidth of the wavefront diffracted by the HOE, N\ is the optical wavelength and

Ex is the source divergence angle in the x-direction. (Equation (1) was derived for
source beams with normal incidence on the HOE and is an approximation for
sources incident at large angles.) For a wavelength of 0.8 Itm and source
divergence angles of 150 and 300, a hologram bandwidth of 2000 lines/mm is
needed to allow communication distances of Cx = 0.37 h and C = 0.77 h.

Y0
In order to produce high bandwidth HOE's, electron beam lithography is used

for fabrication and the binary kinoform method for encoding. This encoding method
enables holograms to achieve bandwidths of up to /Xmin where Xmin is the
minimum feature size of the hologram fabrication process. A multi-element design
in which the HOE is divided into subholograms (or elements) such that each source
illuminates only a single element can be employed to provide space-variant
imaging between sources. Each element is further divided into facets such that
each facet diverts light to a particular detector. This multi-element multifacet
scheme minimizes amplitude quantization effects which would be severe for
complex images encoded with the binary kinoform method.

Interconnect Complexity Limitations .1.,-.

Interconnect complexity can be analyzed in terms of the maximum number of
laser sources, N. , each with a specified fanout, F, that can be handled by a

holographic interconnect scheme. Two architectures (Fig. 1, Fig.2) will be
evaluated for the binary kinoform, multi-element, multifacet HOE design method.

The first architecture utilizes a single reflective HOE. The maximum number of
space-variant connections is limited by the hologram size divided by the size of the
subholograms. For laser beams directea at optimum HOE incident angles,
communication distance components of one half of the corresponding chip
dimensions are needed for each source to be able to address any chip location. ,
Combining this information with equation (1), restricting HOE dimensions to twice
the chip dimensions and assuming typical values for wavelength and source
divergence angles yields:

NS < 33 for Xmin = 0.5 pm .
The maximum source fanout is limited by the size of the smallest facet diverting '(

light to a particular detector. The diffraction limited spot produced by this facet must
be smaller than the detector size. Diffraction limited analysis reveals that a
maximum fanout of 30 can be achieved for 15 im by 15 pm detectors.

If space invariant imaging is utilized, the interconnection limitations are
determined by the minimum separation of adjacent semiconductor lasers and

,. : mm

91.,.....



ME2-3

detectors. The HOE consists of a single element with F facets. Assuming a
minimum source separation of 100 jim, and a minimum detector spacing of 30 I.Lm,
a typical system for a 1.5 cm by 1.5 cm substrate with normally incident laser
source beams could accommodate over 5,000 sources, each with a fanout of 30.

The second architecture employs a single transmissive HOE which, as in the
previous case, is composed of many subholograms5 . However, in addition to the
multifacet subholograms placed over each source, the HOE also contains
subholograms placed directly above each detector. Since each signal beam
passes through the HOE twice, the system can accommodate larger source
numbers (by keeping h1 small) and still achieve large communication distances.
An analysis of this system, taking into account diffraction limits and equation (1),
reveals that N. is directly proportional to the chip dimensions. For typical laser"-

source properties, a HOE minimum feature size of 0.5 Jm, detector sizes of 15 jgm x
15 jIm and chip dimensions of 4 cm. x 2 cm., this architecture can provide
space-variant interconnections for 300 normally incident sources each with a 25:1
optical fanout. -.

Both the design method and the architectures discussed can be modified to
allow for more complex interconnections. For example an off-axis encoding
method would allow for larger fanout but would reduce hologram bandwidth
thereby reducing the maximum communication distance for the same HOE-to-VLSI
separation. A multilevel kinoform (as opposed to the current binary process) would
produce similar results, but with higher diffraction efficiency.

Experimental Work
An experimental HOE prototype was designed on a Calma CAD station and

fabricated with an electron beam lithography system. Designed for the architecture
of Fig. 1, it performs an optical fanout from one source to five detectors. When the
HOE is placed 2 cm. above the VLSI plane, the five output spot sizes are each less 0

than 15 jim x 15 im. The minimum feature size of the hologram is 0.75 jim and the ',
HOE SBWP is 1.5 x 109.

Several other HOE's are currently being designed. One is designed to, ..-

optically interconnect 64 sources each with 4 detectors in a spatially invariant
pattern. Also multilevel kinoform HOE's are planned.

'.,. •

Summrvy
The integrated circuit industry has a need for a communication technology that

can perform highly complex interconnections. In this paper we have discussed the
ability of free space optical interconnects to meet this need for a particular HOE
design method. Experimental HOE's are being fabricated in order to verify these
results.
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Design of Computer Generated Holograms for E-Beam Fabrication

by Means of a Computer Aided Design System

H. Farhoosh and S. H. Lee

,: ... , ~

Department of Electrical Engineering and Computer Science
University of California, San Diego

La Jolla, CA 92093

I. INTRODUCTION

Computer generated holograms (CGH) have many potential applications, such as holographic optical 0

elements (HOE), pattern recognition, optical interconnect, and display of abstract objects[l-51. In order to

use these potentials to a full extent, a CGH must be recorded at very high resolution with precision on a

large area. High resolution and large area require recording devices that have an extremely large space 0
% , ,

bandwidth product (SBWP). Electron beam lithography systems can satisfy these requirements. E-beam

systems have a SBWP of order of 1010 and they are capable of direct writing patterns of submicron

features with very high accuracy. .

In order t~o record a CCH by means of an e-beam system one needs to prepare a large amount of data

that is compatible with the input requirements of the e-beam system. The purpose of this paper is to show %.P

how the capabilities of a computer aided design (CAD) system can be used for e-beam fabrication of com-

puter generated holograms.

The material in this paper is organized as follows. In section II general characteristics of CAD sys-

teoms are discussed. In section II we present a procedure for the CI encoding process on a CAI) system..

Section IV contains some design considerations. Finally, section V contains the concluding remarks. -

11 (;I'KNI:IAI. ('II(AACTElIISTI(S OF CAll SYSTEMS

('Al) systems have becotne a valuable and necessary design tool in many areas of engineering. CAl)

systems are used today to design electrical, mechanical, electronic, optical, and man) other components

anti systems. Sophisticated CAlD systems, suchi as CALMA, are equipped with the hardware, firmware, and

software resources necessary for handling complicated designs such as VLSI. Fast CPU's, easy to use input
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devices, high resolution output devices, and storage media of large capacity and fast access time are exam- *.

pies of their hardware resources. Their firmware resources include dedicated ROMs to handle many design

and display tasks, while on the software part they provide menu-driven interface, graphical programming .

languages, and a large library of very usefull functions. In the next section we shall describe how these

resources can be used to design a CGH for e-beamn fabrication.

Ill. DESIGN PROCEDURE -

Steps required for designing a CGH depend, to some extent, on the type of the CGH. There are basi-

cally two classes of CGIt. The first class of CGH includes wavefronts that are known in analytic form, e.g. S

flOE's for optical testing. Wavefronts of the second class need to be computed numerically and they are

obtained by sampling an object and computing a Fresnel or Fourier transform of the sampled pattern.

Designing of the first class of CGH involves evaluation of an analytic function describing the hologram at, %

discrete points and conversion of the numerical values to geometrical data. Usually evaluation of the ana-

p.
lvtic function is not computationallv intensive and it can be performed on the CAD system directly. The 'r

second class of CCIl on the other hand. require computationally intensive FFT operations which are best .

carried out on a number crunching computer. Conversion of complex numbers into real values can be done

on this coniputer as well. The results from these computations are then transferred to the CAD system.

On the CAD system the numerical data serve as input to a program that encodes the data in the .'

form of geometrical patterns. The algorithm that converts numerical data into geometrical patterns" %

depends on the particular encoding scheme. For example, if a CGH is to be encoded by Lohmann's

rnethod;6 , the phase and amplitude values of the wavefront at the hologram plane can be computed on a

number crunching computer. The phase and amplitude data are then transferred to the CAD system where .-

thev are encoded in the form of geometrical patterns. The encoding algorithm reads these data a row at a ,.%,

tine and calls system provided functions to place rectangular apertures of fixed width and a height propor- ' ,,-

tional to the amplitude values at designated locations determined by the phase values. Therefore, the pro- ,

grain only needs to keep track of the position and size of the rectangles; the CAD system would take care -,

of the actual placement of rectangles as geometrical objects. The geometrical information is stored in a P

database that can be displayed or plotted at any desired magnification for checking and verification. These -
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graphical data are then converted into a format compatible with e-beam input requirements. This conver-

sion, called data fracturing, consists of decomposition of geometrical patterns into graphical primitives

such as trapezoids. A CAD system, by means of its dedicated firmware and tailored software performs this r- w-

task automatically and efficiently, which is otherwise very cumbersome to do on a general purpose corn-

puter. The fractured data are then fed to the e-beam system which writes them on a resist and chrome

coated glass or quarts substrate. The substrate is then chemically processed and the chrome under the

exposed regions of the resist is etched to form the final hologram.

The design procedure described above has been implemented for six encoding schemes on a CALMA

design station at UCSD. As a result of this implementation we have arrived at some design cosiderations

and trade offs, which are discussed in the next section.

IV. DESICN CONSIDERATIONS 0

Because of the enormous information content of holograms, when designing a CGH one should be

careful to kee ) the size of data to manageable proportions. The amount of graphical data describing a

('(;ll depends on the encoding method used in the design algorithm. A comarison of CGlt encoding

schemes as a function of the CGtt quality (size and bandwidth of the reconstructed image, SNR, and .

diffraction efliciency) and computation requirements is given in another paper which is submitted for this -

c('0nference'7 . Here we shall point our1 general rules that must be observed in order to keep the amount of .

data in manageable proportions.

It is generally desired to have hologramj patterns that generate the least number of primitive shapes

(NI'S) )ecaus( Ih, amount of graphical data is directly proportional to the NPS. Orientation of these pat- ..r .-

terns is important as w'ell, e.g. patterns consisting of rectangular shapes oriented along the x and y axes

gierat p m nich less data than par terns consist ing of curved lines in arbitrary direct ions.

The amount of graphical data is also a function of the application program (on the CAD system) -

that generates the data. Normally a graphical database is organized heirarchically such that graphical .

primitives are clusterred into small structures, and small structures are grouped into larger ones. This type

of "referencing" helps to reduce the size of graphical data considerably. However, this heirarchical structure

96 %
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elongates data access and processing time significantly. Therefore, there is a trade off between processing -

speed and amount of data. "'"

V. CONCLUSIONS

Electron beam lithography systems make the recording of CGIt's with large SBWP and submicron %

resolution possible. CAL) systems can be used in the design and data preparation of holograms with

remarkable ease, provided that the design considerations discussed in the previous section are observed.

Finally. we would like to emphasize that a significant improvement in CGH design and fabrication

can be achieved if the CAD system and the e-bearn machine are both available at the same location and

connected together. In this case CC,H design and recording can be carried out in parallel, thus reducing,.4 e

graphical data storage requirements as well as the total fabrication time by a significant amount. Further-

more, and perhaps more importantly, more complex CGII's can be fabricated because the graphical data -. 0.

can be generated in segments, i.e. as the e-beam is writing the previously generated segment, the CAD sys- -

tern can generate the next patch of data.
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Paper ME4 on pages 98-101 is entitled "A 2-D Clos Optical Intcrccnnect:on -

Network". by Shing-"ong Lin, Thomas F. Krile, John F. Walkup, Texas Techt
University, Department of Electrical EngineErinQ, Lubbock, Texas 7940"'.

Introduction P1L '4

An important aspect in the design of a 2-D parallel processor is

efficient interconnections. Crossbar networks(CBN) are considered to be 0

the most desirable candidates because every processor can communicate
with every other processor without conflicts. Implementing a large 2-D

CBN, however, is very difficult[I]. A Clos network(CN)[2], Clos(p,q,r), as
shown in Fig. 1 is proposed to replace the CBN. In Fig. 1, each block S

represents a feasible subcrossbar of medium size. The CN has the same

characteristics as the CBN. The CN is a nonblocking network with which it
is always possible to connect together an idle input-output pair of
processors without disturbing existing connections, if q>2p-1 is satisfied. 0

Both one-to-one and one-to-many connections are available in the CN. The
most important factor is that the number of switching elements has been
reduced in the CN(~10:1 for a 1000x000 network, as compared with the

CBN). The difficulty of determining connections, however, is a major 0

problem to be overcome[3,4].

pxq xrqrxrxp
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Fig. 1"st
98

= •

98 i!

2.* . ~ .• . ... . . . -. . . ... . .. . ..-.- *....... - .. ..- ,'. .. - .. ... ... -. S -. 5.,. . .• -



ME4-2 0

Routing Algorithm
We have come up with a straightforward algorithm to route the CN

connections. This algorithm can be performed either by a uniprocessor or 0
by parallel processors. An example is shown in Fig. 2, where the rows of

numbers at the bottom of the figure are elements of the same output

group(OGi, i.e., output elements in each subcrossbar of the last stage). The
arrows indicate that we choose one element from each row(i.e., from each S

output group) such that these selected elements which determine the output
of the second stage(12) are in different input groups(IGi). For example, 2,7,
and 5 are chosen from the rows because they are in different input
groups(IG1, [G3, and IG2, respectively). Once the elements in 12 have been 0

chosen, the input elements of the second stage(I1) also have been
determined, since the input elements of subcrossbars in the second stage

come from different input groups. Therefore, the switching functions for
the subcrossbars of the three stages(IGi to I1, 11 to 12, 12 to OGi) are
determined. The way to select elements in 12 is not unique. In the example -

we could choose 2, 8, and 5 instead of 2, 7, and 5. This possibility for i

alternative choices gives the routing algorithm an ability to tolerate faults.

. '.
[2 2 a2 I 1 1 1 6G1 "".:
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:: --- -.. .
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Fig 2 Routing scheme for a Clos(3,3,3) network
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Otical ImDlementation % A

Fig. 3 shows the optical set-up for one stage of a 2-D Clos(4,4,4) -

network where a 4x4 input array needs to be replicated 2x2 times, an LCLV

acts as a switching medium with switching elements on the WRITE side, and

a 4x4 lenslet array is used to collect the desired intermediate output

elements. 2x2 elements are selected from each subquadrant(with 2x2 size)

in a quadrant of the replicated input array(4x4 size) and these 2x2 elements

go to the same subcrossbar of the second stage. The beauty of this scheme

is that connections between stages turn out to be straight lines due to the

replication of the input, so that Fig. 3 represents one stage of a cascadable

system.

U 4x4 INPUT ARRAY

MULTI-HOLOLENS

S. * *',* . e'

REPLICATED INPUT

SWITCHING ELEMENT LCLV : : :: : 

ARRAY LENSLET ARRAY

" 111: :::1B.S. . ,

OUTPUT OF THE
:::::: :FIRST STAGE

| .•

no.

.. me-

Fig. 3 Optical implementation of one stage of a Clos(4,4,4) network
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2-D Neural Networks
For nxn neural cells, interconnections having n4 degrees of freedom

are needed. In other words a 2-D nxn CBN can provide an optimal solution
for 2-D neural networks. The corresponding CN(i.e., with q>_2p-1) can also
implement 2-D neural networks. For example, the Hopfield model could be
implemented with a CN by replacing the subcrossbars in the last two stages
with weighted subcrossbars followed by a threshold operator.

Summary
We have shown an optical implementation of the 2-D Clos network for

which a routing algorithm has been found. A 2-D CN can also be used to
realize 2-D neural networks, and furthermore, the neural connections are
programmable. This will give neural processors the flexibility to perform
more complex computations. 0
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Optical Interconnects using Resonated Holograms S

Stuart A. Collins Jr.

The Ohio State University "- -

ElectroScience Laboratory
1320 Kinnear Road

Columbus, OH 43212 "..

This paper deals with optical interconnects formed by ...
thick holograms with mirrors to resonate them. A calculation
for a design is - .bmitted which predicts good efficiency, small
angular bandwidth, and large numbers of interconnects with
mudest holographic capability. 0

The physical situation under consideration is shown in
Figure 1 where we see input and output planes separated by
the interconnecting mechanism which images individual spots in
the input plane onto individual spots, randomly selected, in - ,'
the output plane. It is desired that there be no overlap '.

between light from adjacent, or other spots, and that the 0

efficiency be high.
The motivation for this type of optical interconnect %

comes from numerical optical computing where the output of one ,
calculation stage must be fed bactK to the optical CPU for
continued calculation. This approach would also be interesting
in image restoration or image transformation since it allows
more efficient use of a hologram to convert one optical image
into another.

Holograms by themselves are poor as optical . -

interconnects. The thickest emulsion, Kodak 649F does not have
a sufficiently large index variation to have more than one S-

exposure approaching one hundred percent efficiency. 0
Photochromic materials have greater thickness but the index .- S

variation is still too small to be effective.
The approach here is to put mirrors around the hologram

as shown in Figure 2. Mirrors 1 and 2 reflect the light back
and forth through the film increasing the number of passes and
therefore the efficiency. However there is now a beam passing S
opposite to the incident beam which gives rise to a second -.

diffracted beam. Mirror 4 is placed to contain that light.

Mirror 3 is also added to match the output phase. The
reflectivity of mirrors 2 and 4 is set as close as possible to .:leeP
100% ,
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%

A calculation assuming an energy conserving bleached hologram IN
and based on a plane wave model and boundary condition matching
shows that the reflectivity of mirrors I and 3 is related to %
the hologram diffraction efficiency, S, by the expression

R = (1-S z ) . (1) 1

The angular half width can also be estimated. An .

approximate expression shows the angular half-width of the
resonated hologram with optimum transmission is given by the
expression

(kL)-l(R-' - R(2)R^

where the optical wavelength is = 2 /k and L is the distance
from the hologram to the mirrors.

The derivation also deals with requirements for 0
maintaining resonance for all exposures at different angles
and other practical considerations.

0
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A Comparison Between Optical and Electrical Interconnections Based on Power
and Speed Considerations

MicaelR.Felman Sdik C. Esener, Clark C. Guest and Sing ff. Lee o

Department of Electrical Engineering and Computer Sciences
u'niversity of California. San Diego, La Jolla, CA 92093

introduction
13%, replacing electronic transmission lines in very large scale integrated circuits with optical

communlllliat(ion systemls, increased system performance canl he achieved. 1,.2 Electronic
tranlsmission line,, ,uffer from long signal propagation timie and large power dissipation as
lngths and fan)out gro)n% On thle other hand, optical systems are limited by the power dissipation

of thle Injection laser sotirces, and the optical detection speed, fundamentally governed by the
supplied optical energy. Ini this, paper, power versus speed tradeoffs are examined for both
electrical and optical interconnections. Equations are derived that can be used to determine
spf)Iic coniMtis for N.%hich optical systems become advantageous. These results are then
applied to concurrent wafer scale integrated circuits (WSI) where power, speed. throughput, and
cost advantages, can be achieved by performing interconnections optically.

I icctrical Interconnections

A\ Model for CMIOS VLSI interconnections is Illustrated in Fig. 13- RL and C[ are the

resistanice per square and capacitance per unit area of the transission line. C0 and C,, are thle
(I1!)I ipit ad input capacitances of a minimum size CMOS gate. The ,,A Itching encri:y Of Such an
interconnection, defined as the energy needed to switch the state of the receiving invelrter from
()Ie state to another and back, is given by,
.S % MCO + F Ci + LW CL )V
here \1 is thle -ate width of the driving inverter expressIed as' at Multiple Of a iniu Size

inxcrrs gate wkidth. L and W are the length and wkidth of thle line. F is, the fallout and V is the
,iip111111\ z.

The interconnect delay time (defined as the time from VI M0'; V to \'2 V) x\as also
eiated from the model of Pig. 1 . By approx imatinrg thle dv imlic Fesi sta rice of, a CMS -.

in \ :cr as the linear ran cc of resistance of thle two transistors inl par-allel. the total transmiission
1111C risc Wile can be calculate asl

',, here 10 is, theC 11na11111InII curret thA can he sotirced by a irinIUriil si/c C( )S iniverter _,ate.
I ac h temi %xx m i d I11 11 Itily III,- each capac:itanlce Ax ith thle tni (f the ritacsthat occur FJ
htIhre it n) the rc ii's n I:11 File The , irst temis due to) the distibuted RC' of the line5 . There
'ire three lidditnnua'l termsI assoC1ited xx Ith) thle d1_1111in ieate charein g thle tree ca3pacitanices Inl

.IT he rciwinine- teriri is dueI to the hln etne and thle rcei% ing gates in put caplacitance.
A C011i1pmtcr snIUl.Iti01n prrakaxs devecloped iil order ito deteniinie thle vahlty of' (tisl
mutecm~nectin 14del. Lmplo\ ing the SNI!)b circuit simutlation proirar ll s alubroutine, tile

cM ~iipii1cr programn can deteriniiic rise tile arnd s\x i tchingi energ\ 1 r~ ni user in~puts Of fallout.
1linclenuthl andJ SI' procco, prrnites The Nimiulatio n resltsi acree tri xthin 201- of' the
Xanal\ tc s1tim,10it 0 n s vr aI x ide rangec of transtmisior lIine propertnes,

Note t hat i ncreasun th- Ile dri vIrngre, ic su c, M. Iiri ekluai ori (21, increases, thc c urrenrt sourcing,
capab1 ilII e" Of' th ti 1-ix1 rig gae. thlereby decreasi rig the de lay IrIie. i(The de lay, tinie and ,%% tch Ing

%. % '
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small line width, W, the delay time can be further reduced by decreasing the line resistance with a
larger W. As W increases, though, the term due to the driving gate charging the line capacitance %
causes the total delay time to increase. The minimum delay time is reached when both M and W in
equation (2) approach infinity with M much larger than W, *-141f.
S'min = 0.89 RL CL L2 + VCo1I (3)
Of course this case is impractical since it requires infinite area and infinite energy, as described by
equation (1). For a fixed energy, M and W are related by equation (1), and the minimum delay
time occurs for specific values of M and W. (Fig. 2 is a plot of time versus M and W for E., =

30 pJ.) Based on these values, speed performance limitations can be found for given energy
constraints. These speed limitations were found by setting d'r/dM to zero in equation(2) and
solving the resulting polynomial numerically. Results of this analysis were used to plot minimum
delay time as a function of power dissipation for specific values of line length and fanout.

In order to compare these limitations with those of optical interconnections, optical
communication systems must be evaluated.

Qptical Interconnections
We will consider free space optical communication systems consisting of semiconductor laser

sources, a holographic optical element and silicon photodetectors. The detectors to be analyzed,
illustrated schematically in Fig. 3, are CMOS compatible optical gates.2 The required optical %
switching energy is given by
tsw=F(Cpd+Cin)Vh V/( lq) (4)
.where Cpd is the photodiode capacitance, h is Plank's constant, V is the optical frequency, q is the

electronic charge and TlI, the energy conversion efficiency, is the optical power absorbed by the
photodiode divided by the electrical power input to the laser source. Thus,
T =1t T~h (I -e-' d )(5) .

where l1 is the efficiency of the lasers, Th is the efficiency of the hologram, k is the absorption

constant and d is the thickness of the detector active region. Ideally, the optical delay, to, is
determined by the optical energy provided to the detector (since laser diode speeds are typically
much faster) and is given by,
To = E /(2 P ) (6)
where P is the power supplied to the laser sources.-,. -."

Comparison
Using the equations derived above, optical and electrical communication links can be compared

in tems of both power and speed. This comparison was based on typical present day parameters.
Values for Cin, C0 , RL and CL were obtained from SPICE parameters for 3 Pim CMOS provided
by the MOS Implementation Service (MOSIS) 7 process. A laser efficiency of 30%, a hologram
cficiency of 30%, a wavelength of 0.8 pin and a 4 i thick, 9 Pim square detector size was
,Issumed. From equation (4), an optical switching energy of 118 pJ is required.

, Figjre 4 is a plot of power versus speed for both a polysilicon CMOS transmission line and an %"I
optical interconnection system. Both links are for a 3 mm communication distance with a 1:10 0
fanout. Note that for low speeds, electronic lines consume less power when operated at the sane
speed as an optical system. At higher speeds (delay times < 21 nsec in this case), optical systems
consume less power. In accordance with equation (3), electrical lines cannot transmit data with -x .,
delay times of less than 16 nsec at any power. A lower bound on the optical interconnect delay
time is determined from equation (6) by the maximum electrical power that can be supplied to the
laser source. This time limit is less thim I nsec for a maximum input power of 100 mW. 0

10-6
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Additional results for metal interconnection lines will be presented at the conference. ".-'-.,

Application to WSI
From the above analysis, it is clear that as line length and interconnect complexity increase,

optical communication systems become advantageous in terms of power and speed considerations. -,
These advantages are dramatically evident in wafer scale integrated systems where both large %
fanout and long communication links are required. tehrupt

In concurrent VLSI systems, composed of N processing elements, the throughput or
perfomance, r, is given by,
r = N/(' + tpe) (7)

where Tp, is the latency of the slowest processing element and t is the interconnect delay time.
The cost per performance. C/P, is given by,
C/P= A S+A, S ( %p + ) (8) "%

vk herc A anid $ arc the area and cost per minimum feature size of each processing element and A, 0
and SI are the average area and cost per minimum feature size of each communication link. For
small vaucs of N, throughput can be increased by increasing N, thereby decreasing pe, A$
asstuming a constant wafer area) and C/P. As N increases though, T and A,$, increase at .

increasing rates resulting in higher C/P. However, by performing interprocessor communication
optically, while maintaining local interconnections as electrical transmission lines, N can be
increased with little effect on AI$ I and T. Therefore increasing N can result in increased
throughput and decreased C/P. The processing element size should be chosen such that 't is .

approximately, equal to 'Pe for the same power. Since the average maximum line length and %

fanoUt of a single processor can be expressed as a function of area, the above analysis can be
performted to detenine the processor grain size for which t = 'pe. ,,
CnclIusion s

Tradeoffs between power and speed have been analyzed for both electrical and optical
interconnections. In general, for sufficient values of interconnect length and fanout, optical ,.0
systems consume less power when operated above a particular speed. The value of this speed is
detcmined by line length, fanout and integrated circuit process parameters. Additional advantages 0
of throughput and cost per performance can be achieved by applying optical interconnects to
concurrent wafer scale integration.

References e
I. J. W. Goodman, F. I. Leonberger, S. Y. Kung and R. A. Athale, "Optical Interconnections
for VI.SI Systems," Proc. IFEE-, vol. 72, pp. 850-866, 1984.
2. L. A. Bergman, et. al., " Holographic optical interconnects in VLSI," Optical Engineering, vol.
25, pp. 1109-1118, 1986.
3. C. Mead and L. Conwav, Introduction to VLSI Systems, Menlo Park, Calif.,
Addison-Wesley, 1980.
4. L. A. (ilasser and D. W. Dobberpuhl, The Design and Analysis of VLSI Circuits, Menlo
Park. Calif., Addison-Wesley. 1985. 0
5. K. C. Saraswat and F. Mohammadi, "Effect of Scaling of Interconnections on the time delay
of VLSI Circuits," II-EE Trans. Electron Devices, vol. ED-29, pp.645-650, 1982.
6. T. Quarles, A.R. Newton, D.O. Pederson, A. Sangiovanni-Vincentelli, SPICE Version 3A7
User's Guide, University of California. Berkeley, September 23, 1986.
7. The MOSIS System (what it is and how to use it), Report No. ISI/TM-84-128, Information
Sciences Institute. University of Southern California, Marina del Rey, CA. 90292, March 1984.

107 'm

% % %% % %,,%

.P - " ." . .o +" .- .r " ,- ." " . -* • .' " .' ." ,, . . .-. . . o .'ms .-. * . - • , . -, . -"-'-' ".%. 5,*-,-% ,, . , .-** -sm,, ,, ,,-'
"""" " " -'"'L """+ " """"

+
"'"" n""" -" "" " " " I

"
"""". . ."" "" ' "' " """"-"""" 

' -" ' ' "
+"%' 

'' +' <
--- " 

'' /
" " '



V 4__ W3.5n 3
60 10

V1 R 50
Yn V Rise A

oVut Time 0

(nsec)

04
~ in

0

0 10 20 30 40 50
M

Fig. 1. Schematic diagram of electrical Fig. 2. Interconnect delay time as a
interconnection of two CMOS gates. function of driving gate size, M, and 0

line width, W, for constant energy loss.
Esw 30OpJ, L =3mm, F=1 0. '.,

~oo region of
V optical superiority

S electrical p.

10 opia

Powerlit
VV 0ut (mW) CLreregion of electrical

1 , superiority

0.1

0.1 10j

Time(nsec)

Fig.3. Shemaic dagra ofFig. 4. Power versus delay time for optical
photodetector circuit. interconnects and electrical polysilicon

interconnects. L= 3 mm, F =10 .

%p V

% 0 e 'r %.0 4 J, .0 % % %
led. ""p.



-- - - ,, .-

ME7-1 0

Optical Implementation of Min and Max Operation

Hedong Yang and Clark C. Guest

Department of Electrical Engineering and Computer Sciences

University of California, San Diego
La Jolla, CA 92093 S

I. Introduction ..

In fuzzy logic [1,2] and fuzzy cognitive maps (FCM) [3-5], the operations of
maximum and minimum play roles that are parallel to those played by addition
and multiplication in ordinary matrix algebra. For example, in a fuzzy associative
memory (FAM) [6], the connection matrix is constructed by taking the outer product
of the vector to be memorized with min operation substituting for product of
elements, i.e, tij = min (ai aj).

In order to perform the optical implementation of fuzzy logic, FCM or
FAM, it is necessary to implement the min and max operation optically. An
approach for this task is proposed using coherent subtraction.

II. Approach

The approach described here is based on following identities:

max(a,b) = (a+b+la-bl)/2
min(a,b) = (a+b-ja-bj)/2

The optical implementation is shown in Figure 1. Transparencies A and B .

represent two datapages. They are illuminated by coherent beams from a laser.
In the left path, a halfwave plate is used to introduce a 1800 phase delay
between two data patterns such that the light amplitude incident on the LCLV [7] S
is proportional to the difference of the amplitudes of A and B. Obviously, on the
reading side of the LCLV which works in its linear range, another beam is
modulated and its intensity is proportional to IA-Bj . In the right path, a beam is
formed by adding A and B together. At beamsplitter 4, two beams, one
proportional to IA-BI and the other to (A+B), are brought together. Thus the
bitwise max operation on A and B is achieved. The min operation can be
done by inserting a halfwave plate after the LCLV.

109
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Optical MSD Adder Using Polarization Coded Symbolic Substitution
P. A. Ramamoorthy, S. AntonyMail Location # 30, Department Of Electrical and Computer Engineering, ''

University of Cincinnati. Cincinnati. Ohio 45221.

1. Introduction

The optical adder using MSD combines the flexibility and accuracy of digital
systems with the parallel information processing capability of optics. Hence the addi-
tion of two MSD numbers can be performed in three steps regardless of the number .
of digits in the MSD numbers. The MSD representation is a subset of the signed-digit
representation where radix r equals two. Requirements of fully parallel addition and
subtraction and of a unique representation for the zero value are fulfilled-by signed-digit
representations. A MSD number is represented by three digits x,(i:l. 0. 1). For a
precision of b bits. a given decimal number can be represented in MSD number system
as follows".

[1,o 0,1] .2 ' + 0~, 1] .2' * [1, 0, 1] .2"

where one of the digit from the set I1,0, I7 is selected for each term to give the
appropriate representation. It has to be* noted that any number can have more than
one representation in MSD. The implementation of the MSD adder using symbolic

substitution and light polarization for data coding is dicussed in this paper.

2. MSD Addition/Subtraction

The addition of two MSD numbers is performed in three successive stages by
generating transfer and weight digits. The MSD adder for two 4-digit numbers is S
depicted in Fig. 1. As indicated here we use three functional blocks, block A. B and
C for stages 1. 2 and 3 resp ,ctively. The input/output relationship for the blocks A.B
and C for all input combinations is shown in Fig. 2. The transfer and weight digits
generated by stage 1 are used to generate a second set of transfer and weight digits
by stage 2. These are then summed in stage 3 to form the final output. Addition
of two large numbers is carried out by simply adding the required number of identical .
functional blocks.

3. Polarization Coding and Symbolic Substitution Logic(SSL)

The optical implementation of the three functional blocks A. B and C is con-
sidered here. We need three different states to represent the three possible values of
a MSD digit. This can be taken care of using polarization of light. Thus 1 can be
represented by vertically polarized light (denoted by a vertical arrow). 0 by horizontally
polarized light (denoted by a horizontal arrow) and I by light polarized at 450 (denoted
by an arrow inclined at 45f'). Thus a MSD number will be represented by a spatial
distribution of properly polarized light.

Symbolic substitution is a method that is highly suited for spatially distributed
or two dimensional arrays. An architecture based on symbolic substitution works by
recognizing one symbol and replacing it with another symbol. By a symbol we mean
a collection of bits or digit patterns. The rules of substitution depend on the exact
fuhction, the SSL implements.

o !r

%• %

"." ',",."., .. ,. ,':.:.':",:.. "'.'.''.-.'-4<:" -'--'4 -'* "" " "- "-

".'- "" '"-' ,F', "'"''-''-.* _,-',_-..-. ,.-,.,,,_,_- .-"-5 '' -,,' ..;. ..;,-._-F'-.- -.,,,.".II%



-7717. -**.7.

ME8- 2

A limitation of symbolic substitution is that it can only be used in a spce-
invariant interconnected architecture. That is, there has to be the same number of -
inputs to each gate or module, the same number of outputs and all the connections
are exactly the same between the modules in a stage. Mathematically this implies that
symbolic substitution method can be used to implement input/output relationships
that are invariant in the spatial domain. For MSD addition using substitution logic, we ,
can take care of the above constraint by modifying the MSD adder structure of Fig.
I as shown in Fig. 3. In Fig. 3. we have inserted two zero valued inputs and added
two more blocks in stages 2 -nd 3. This ensures that we perform identical operations
within each operations. To each block of stage 1. we input two digits and obtain two
outputs. The process continues in stage 2 and stage 3. 6;,

The input/output relationship for block A. B and C. when the inputs and out-
puts are polarization coded, is shown in Fig. 4 for two of the nine possible input --
combinations. The above relationship for the remaining input combinations can be .-.' .-.
derived in a similar way using Fig. 2. Thus the architecture based on SSL for MSD
addition should be able to recognize the patterns shown in the LHS of Fig. 3 and sub- 0
stitute the recognized patterns by the patterns corresponding to the functional block
or stage that is being implemented. The recognition of the patterns involves basically
four steps as explained below. For a complete description and implementation of the ,-
SSL. the readers are referred to elsewhere3. ".0

Corresponding to each specified cell in the LHS pattern (the LHS pattern is
always defined with respect to a reference cell) a copy of the input data plane is
produced. The generated copy for a specified cell is then passed through a halfwave
plate oriented at 45' for a zero, a quarterwave plate oriented at 450 for a - and no plates
for a 1 in the cell considered. The resulting copy is then shfted in sucl a direction ,,,.
that the cell associated with the copy is moved to the position of the reference cell.
Finally the shifted copies are superimposed. The cells in the superimposed plane ._.
containing two vertically polarized beams uniqely represent the presence of the search
patterns. Cells containing any combinations other than two vertically polarized beams
are considered as unwanted. These are removed from the recognition output plane by
intensity thresholding so that only those cells containing the search pattern are bright
and the light thus generated is polarized vertically.

Substitution of the recognized patterns by the output patterns corresponding
to the functional block that is being implemented also involves the same four steps. -
It should be noted that for each stage of the MSD adder, we have nine possible input
search patterns and hence nine possible substitution rules. Also each pattern has two
distinct cells that have to be recognized. Thus the implementation involves nine pattern
transformations taking place in parallel.

4. Conclusion -'

The MSD representation eliminates carry propagation chains in addition and
subtraction and provides an arithmetic that is fully parallel. The MSD adder takes full
advantage offered by the MSD number representation along with the massive paral-
lelism of optics providing the result in a fixed time that is independent of the number .:-J
of digits involved.
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Fig. I MSD adder for two 4-digit numbers.
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Fig. 2 Outputs of the functional blocks for two given digits
(a) Outputs t, and w, for Block A for inputs x, and y,
(b) Outputs t, and w,' for Block B for inputs t, and w,
(c) Outputs S, for Block C for inputs t1' and wj,

. . . .. .. .. .. .. .........

. . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . .



'-. "%i %'

ME8-4 •

p -* ...

d,. _o

", °to° W0 t

tx 3 ] 3 ] 2 ? t Y 1 t 0  __O

o° .%"

loa I B Oc :k B B lc k £ Bl k B

~ 0 It 0 0

* Bloc ok C Block C Block C Block Block C 9?

S  
2 2 

1  
1 O 0 . .',, ,C'

Fig. 3 Modified MSD adder for two 4-digit numbers.
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Fig. 4 Substitution rules for the functional blocks for two of the nine possible
input combinations

(a) Substitution rule for Block B -'1 o
(a) Substitution rule for Block p
() Substitution rule for Block B
(d) Substitution rule for Block C
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Digital Optical Processor Based on Symbolic Substitution

Using Matched Filtering
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Department of Electrical Engineering-Systems
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2801 S. Orchard Ave. #2
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Abstract •

In this paper, we propose a digital optical processor design based on symbolic sub-
stitution using holographic matched filtering and space-invariant interconnections. The
proposed system performs binary addition in a highly parallel manner, i.e., the process-
ing time depends on the word size but not on the array size. Crosstalk in symbolic sub- 4
stitution is described and new symbols which can prevent crosstalk in binary addition
are introduced.

1. Introduction

The symbolic substitution technique for digital optical computing is a rule by which
the symbols associated with two operands are replaced by new symbols associated with
the results of the operation. The new symbols are fed back into the input of the system
and this process continues until the desired output is obtained. A technique based on
shifting and overlapping copies of the input is presented in Reference [1]. Recently, other
techniques for implementing digital optical processors based on symbolic substitution

have been described in References [2, 3, 4].
In this paper, a digital optical processor design based on symbolic substitution

using holographic matched filtering and space-invariant interconnections is proposed.
Crosstalk due to neighboring symbols, which can occur in the pattern recognition pro-
cess, is described and new symbols which can prevent the crosstalk in binary addition

are introduced.

2. Crosstalk and Data Representation for Binary Addition [5]

In symbolic substitution, symbols are used to represent input data and patterns are
formed based on these symbols. Each pattern is first recognized and then replaced by
new patterns according to given substitution rules. Htowever, pixels bordering a given
pattern can in some cases cause additional patterns to be recognized in unintended loca- .*..,.-

tions. This is what we call crosstalk; it can be prevented by suitable choice of the sym-
bols used to encode the data or by incorporating masks in the optical system. Here we
will consider the former approach and will introduce symbols that prevent crosstalk in r'. '

binary addition. The symbols that represent logical zero and one must have equal S
amounts of optical power for correlation to provide correct recognition. Furthermore,
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the spatial arrangement of pixels must b)e the same for a logical one as for a logical zero.
Given this, the use of two (dark and bright) pixels to represent each logical value will
necessarily cause crosstalk to occur. By extending the dimension of the signal space, new
symbols can be defined as shown in Fig. I which eliminate crosstalk during the addition S
operation. Also, whether these new symbols or masks are used, isolation pixels must be
inserted between adjacent l)atterns. Fig. 2 shows the relevant substitution rules for
binary addition (from the symbols of Fig. I and the rules of Reference j21).

In sy mbolic sulbstitution for binary addition, the two operands are placed in two %
rows. Each pair of bits in the operands is rel)laced by a suni an(d carry bit, with the
upper of two rows representing carries and the lower row representing surn bits. Since
at. each successive iterat ion each carry bit inust, be a(ie(l to next most significant hit a•gifcil •it .:,1
skew is introduced as shown in Fig. 2. Ilowever, this causes another problem: when the '

first iteration is performed, the rightmost synl)ol of the upper row and the leftmost %
sym bol of the lower row should be the symbol which represents a logical zero. Since the
rel)lacement step is space-invariant, and fixed, and since the positions of the zeros to be
inserted vary from one iteration to the next, it is impossible to insert zeros only into
those positions. Failure to insert zeros will cause the rightmost symbol of the lower row
and the leftmost symbol of the upper row to (ie out in the recognition process of next . -

iteration, and, consequently, we cannot obtain a desired output in the final iteration. "'.-
This problem can be solved by padding N zeros on both the right and left hand sides of .
the two operands, where N is the word size. -

3. Operating Principles

Sy mnbolic substitution can be implemented with pattern recognition, replacement,
and feedback. The pattern recognition can be performed by using holographic matched
filtering and thresholding, andi the replacement can be done by utilizing space-invariant.
interconnections. The schematic diagram of the proposed system is shown in Fig. 3. or%

The encoled binary input l)attern formed by using the symbols shown in Fig. I is a. %
fed into shutter SI and split into four identical portions using a "binary tree structure."
Since we have four possible combinations of symbols for binary addition (0 + 0, 0 - 1, 1 ..
f 0, and 1 4- 1), we need four different holographic matched filters, one to recognize 01

each of them. Each of these filters has a transfer function which is the complex conju- e

gate of the Fourier transform of one of the four different symbols shown in the left hand -

sides of Fig. 2. Through these filters and Fourier transform lenses, autocorrelations are
produced in the output planes of the matched filters. With threshold elements placed inI
these planes, the autocorrelation peaks occur at all positions where the four different
imt~tems are matched. The recognized patterns are used to generate new l)atterns based .

on the substitution rules shown in "ig. 2. Since a hologram can be used as a )eam-
steering element, any new l)at t ern can be generatIed using a computer generated or o)t-.
cally recorde(d hologramn placed between Fourier transform lenses. The rel)laced patterns
are combined through the beam splitters and mirrors. The cornbiied output )attern is
aga in split into two p rts ami store(d in the optical memory Nil, where S2 is opened and
S-1 is closed. After the )rocesse(d output is stored, SI and S2 are closed and ' S3 is_
opened. We will thlen get an interinediat e result of the first, iteration, and it. is fed back %

into the input through the beam split ,- for the second iteration. li the second iteration,
S"2 is still closed aind SI is opened to store the result of the second iteration in the optical ,t...
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memory M2. After the result, of the second iteration is stored, we close S3 and S4, erase .
Nil, and open S5 to feed the output back into the input. The final result for addition of .r
N bit numbers is obtained after (N +1) iterations.

The optical processor proposed in this paper requires a non-inverting threshold 0
instead of a NOR gate array because correlative pattern recognition is used. Optical
bistable devices could be used for the threshold elements and optical memories.

4. Conclusion

The symbolic substitution technique is quite different but general and powerful S
compared to current approaches towards computation in the sense that symbols are used
and it operates in a highly parallel manner. This property provides some useful applica-
tions to the implementation of array processors, switching networks, and simulation of
physical processes [1]. It also provides for direct implementation of parallel searching.

In this paper, a system design of a digital optical processor based on symbolic sub- 0
stitution using holographic matched filtering and space-invariant interconnections was
proposed. The proposed system performs binary addition in a highly parallel manner,
i.e.. the processing time depends on the word size but not on the array size. Crosstalk in
symbolic substitution was described and new symbols which can prevent it were intro-
duced for the case of binary addition.
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Fig. 1 Logical values zero and one represented by symbols
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Optical Parallel Image Processing Using CCD Image Sensor

J.Tokumitsu,11.Matsuoka and K. Iiljima

Canon Research Center
5-1,Morinosato-Wakamiya,Atsugi 243-0l,Japan -

1. In t roduct ion

Image processing is one of the most promising
application fields of optical computing in which parallelism
inherent in optics well matches two dimensional nature of
images. Convolution is a basic operation in preprocessing
images, and various kinds of methoys 3 for optically
implementing it have been proposed • 3

In this paper we present a simple optical system which
can perform convolution operation at video rate by taking
advantage of parallelism in optics. Modulation of an image
during image sensing is also employed as in the literature ,

but our system is capable of real time operation.

2.Principles of Operation

Convolution can be expressed in a discrete form as %

g (x, y)=ZEa i jf(x-xi,y-y j ) , i

where f, g and a are an original image, a processed image and
a kernel function, respectively. Each pixel is sequentially
processed according to Eq.() in most electronic image
processing systems. ,

Equation (1), however, suggests that convolution can be
performed to all the pixels in parallel, if we can shift the 0
original image horizontally and vertically and have a weighted
sum of those shifted images.

In our system the shift of the image is achieved by
horizontally oscillating the film used as an input image by
means of a bimorph and by vertically transferring charges on .
CCD image sensors. Multiplication of f by a is done by
illuminating the film with intensity-modulated light. The
summation of Eq.(l) is done by accumlating charges on CCD
image sensors at every step of the shift. The final
processed image is displayed on TV monitor in real time.

The problem that the kernel function a often has a
negative value has been overcome as follows: Two independent
pairs of CCD image sensor and light source are used to
represent positive and negative components of a, respectively.
Then output electronic currents from two CCDs corresponding to
two separate images are fed into an electronic differential
amplifier in order to have the difference between two images.

%
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3.Experimental System .. .\-

The system configuration is schematically shown in Fig.1.
Figure 2 is a photograph of the optical system together with a
sensor to monitor the displacement of the bimorphs.

LED 1 emits light with the intensity determined by %-

positive components of the kernel function. The linearly
polarized light through PBS(Polarization Beam Splitter) 1 . '4.

illuminates a film and the film is imaged onto CCD 1 through
PBS 2. Likewise, the film illuminated by the orthogonally
polarized light from LED 2 is imaged onto CCD 2.

The film was attatched to the bimorphs oscillating at the-'
frequency of 180 Hz. This frequency was so chosen that it
realizes the kernel function of moderate size of 5x5 pixels,
i.e. LEDs are pulsed 25 times during two and a half periods
of oscillation with charges on CCD being transferred 4 times
by one line (Fig.3) and video signal is read out in the
subsequent half period, which enables one TV field to be
completed in 1/60 second.

4 We used CCD image sensors operating at frame-transfer .

mode and drivers of Canon Ci-10 Compact Color Video Camera
Module, without color filters on the CCD chips.

The whole system is controled by a personal computer and .

the additional electronics which supply timing signals and the
intensity singals of the LEDs.

4.Experimental Results

Figures 4 (a)-(c) are photographs of the original and
the processed images displayed on the TV screen. A bar chart
was used as an original image(Fig.4(a)). Edge extraction
(Fig.4(b)) and smoothing(Fig.4(c)) were performed by setting
values to the kernel function according to the operations.
Since these processing are executed at video rate, we can
obtain the processed image in real time when the kernel
functions are changed through the computer terminal.

5.Conclusions %

We have demonstrated the system which performs
convolution on an image at video rate. This is a practical
hybrid system, where optics and electronics work
complementarily providing each inherent advantage. Optics
offers paralellism, while electronics provides image sensing
means and flexibility of selecting the kernel function.

Applications to preprocessing for pattern recognition and
processing of moving images are envisioned. This system will
find more applications using other type of operations which '..
may be possible by making use gfrecent progress in optical
array logic and cellular logic %

*• . .
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Fig. 4. Experimental results

(a) original image
(b)edge extraction

(c) smoothing ..-
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WAdvances in Brain-Style Computation '"

David E. Rumelhart
University of California, San Diego

O

A sketch of current work on brain-style computation is provided.
Emphasis is on applications for building content-addressable
memories and learning machines.
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Electri cal Engineering Departmnrt
Electro-Opt ics and Mi crowave-Opt ics Laborato-ry

Philadelphia, PA 191011-6390

Abstract0

Architectur-es for partitioning opto-ectronic analogs of neural nets
n'to inpuit/oultput and internal ,inits to enable self-organ izat ion anid

rrirn whr ane can form its own internal representationis of the
"erivlrorime-rit" arce described.

1 %ITfRODUCTION: In our, preceeding work on optical analogs of neural nets,
the rniets d es c r ibcd we re, p r o gr am med to) do a s pe c if ic com pu1ta ti n al1

t~~5i, namly narest neighbor search by finding the stored entity that is
2 .asst to) thr, iddress in the Hamm inrg sense. As such the net acted as a
criri ddr-essabl(e asso'ciative- Memory. The programming was done by

comp.:tirig first the inte-rconnectivity matrix using an outer-product recipe
-i'n the en t it iers we w ishe d t he net to s tor e 'anid become fam ilIiar wi th

follwed y set tinig the weights of synaptic interconnections or links
betwee:n neirons accordi ingly.

In this paper we are concerned with architectures for opto.-electronic
iinieen at an o- i-f neur alI nets that are able to program or organize
tnemselve-s urid- supe~rvised conrditions, i.e. , of nets that aire, capable of
(a) c omputing the iritercoring-ctivity matrix for the associations they are lF.I

to- learni, aind (b) o-f changing the weights of the links between their neurons P%
d i rid g 1y. Such self-organizing networks have therefore the ability to

f rnc -id, sto)re the ir own iriternal representations of the entitie:s or I%%-
atin"hey are presented with.;P

! -Iti yered self-programming rie ts have been-,r described recently [1
w t h e i rt is partitioned into three. groups. Two are groups of

s r P-xterrial irput/o-utput units o)r neurons that interface, with the
-ytDrdl i El . , with the net environment. The third is a group of

1intr ra' inits that. separate s th,-, input arid output units arid
i i nt he sPocess offorming initeral -s fpr sen tat i ons of the

1- i,is riet i s prec se(-nted ( w it h, a s for e xamrpl b y " clIampinrg" or
Xl x l 2 it.s-f the i nput 'arid -)it put neurons to the, desi red

-- , I' aid tEinig the net run throlugh its le arrning algorithm to . .

irr-, ly 'i - specif ic set of synaptic weights o)r links between the
'r ri hi ip t _ir t he uin derIy in g s tru ctuir e of all t he a s soc i at ion)ris

'I r. rir. The, hi dden uri ts or neu1rons prevenit the, inpuit -arid
Din-'a~ii irig with e labh othe:r dire ctly. In othe'r words rio)

I n h~ tb ipult g r','UP is3 1 i riked ( di -e t Iy to a) neu.,ron in t h
* ~ ':~'d v~ -vrs .O~ry s ic h cmini --at ior mist br crie u via

t.~is. N(,~un wi thin t h- inpiut gro-ip cart comm ini cat.r. wi th eac(hI

rth hIi 1d' 1O 1s a r id th sn( ,a m is true foC-r, r iero ri s i n th ot p, 't
r ni ri g- Dip cantr rio t ,)mm ri cate wit h -th ther

'mm mii t-, wih iiol ih t he, i .pt ai o ra' gr- o ps asz
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W 1 pt I v i.'g procedurfs i r such partitioned nets have
attr~cted ,- ri+-:tI,  . Or, is stochastic involving a simulated
annealing p)r , an! c, other is deterministic involving an error
back-propogation . . There is general agreement however; that
with f ths a-g r i rn i' .- s(rri-tm digital computation of the links
with thc..........- i , v,.y I m. consuming. A faster means for carrying
o,t th, re.s.:1 irr; ri. c rs needed. Never-the-less the work mentioned
repr:s .n~s -i' >c : '.. tt.+ it -opeirs the way for powerful collective
om~p~t st iczro : tr .ti,.yer i-d mra! nets and in that it dispels earlier
re~servatior .c :'. .+h cp-bilities ,of early models of neural nets such .
:i- the Percect r -r i . 'l wh.-r. fh , part itiornirg corcept is introduced. What is
most sigriifi,-r!t irl '1 teworthy, in our opinion, is the ability to now
define buffered inp:t and ,it put groups with unequal number of neurons in a
not which w-is %,,)t possible with erlier nets. where all neurons participate
in defining the initial (input) and f inal (output) states of the net.

2 ANALOG IMPLEMENTATIONS: Optics and opto-electronic architectures and
techniques can play an important role in the study and implementation of
self-programming networks and in speeding-up the execution of learning
algorithms. We have done some exploratory work in this regard to see how
the neurons in an opto-electronic analog of a neural net can be partitioned
into groups with specific interconnect ion ptterns. Here, for example, a S
method for partitioning an opto-electronic analog of a neural net into %'.-
input, output, and internal units with the selective communication pattern %
described earlier to enable, stochastic learning, i.e., carrying out a
simulated annealing learning algorithm in the context of a Boltzmann machine
formalism is described. (see Fig. 1(a)). The arrangement shown in Fig. 1(a)
derives from the neural network analogs we described earlier [2]. The

ARAY AIIV

H O. D INTERC NC- ,PD-,

LDTIVITY MASK S% '

Si.I.attinn o .p a1n'eto o aiddtriaio fte +

• -

E
-p

CONTOLURINTERCONNEC-
()TIVITY MASKV

Fig. 1. Partitioning con Lot (a) and method for rapid determination of the
net' s energy E.

network, consisting of say N neurons, is partitioned into three groups. Two
gro'ips, V and V ,represent visible or exterior units that can be used as ]

input and output units respectively. The third group H are hidden or

internal units. The partition is such that N1 +N2 +N 3=N where subscripts

1,2,3 on N refer to the number of neurons in the V1 ,V2 and H groups

respectively. The interconnectivity matrix, designated here as Wi, is

partitioned into nine submatrices, A,B,C,D,E, and F plus three zero matrices
shown As blackened or opague regions of the W.. mask. The LED array
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association several times recording the final state vectors every time. The -A-

probabilities P.. of finding the i-th and j-th neurons in the same state are

then obtained. Next with the output units V2 unclamped to let them free run

like the H units the above procedure is repeated for the same number of .

annealings as before and the probabilities P.. are obtained. The weights
i-%

W.. are then incremented by AW.. = (P.j-P.j) where n is a constant that .

controls the speed and efficacy of learning. Starting from the new Wij the •

above procedure is repeated until a steady W is reached at which time the

learning procedure is complete. Learning by simulated annealing requires
calculating the energy E of the net [3],[5]. A simplified version of a %
rapid scheme for obtaining E opto-electronically is shown in Fig. 1(b). A
slight variation of this scheme that can deal with the bipolar nature of W ij

would actually be utilized. This is not detailed here because of space

limitation.

3. REMARKS: The partitioning architecture described is extendable to

miltilayered nets of more than three layers and to 2-D arrangement of
neurons. Learning algorithms in such layered nets lead to multivalued Wij.

Therefore high-speed computer controlled SLMs with graded pixel response are
called for. Methods of reducing the dynamic range of W or for allowing

the use of W.. with ternary weights are however under study to enable the -.

use of commercially available nonvolatile SLM devices that are mostly
binary e.g., Litton's MOSLM. "
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Optical Neural Nets Implemented with Volume Holograms *~*-

Demetri Psaltis, Jeffrey Yu, Xiang Guang Cu, and Hyuk Lee*

California Institute of Technology%
Department of Electrical Engineering

Pasadena, California, 91125

An optical implementation of a neural net computer consists of two basic comnpo-
nents: neurons and connections. The neurons are simple nonlinear processing elements
(e.g. thresholding units) that accept input-, from other neurons and produce a single out-
put that is broadcast to many other neurons. Typically we think of each neuron being
connected to thousands others. hlence the number of connections in a network is much
larger than the number of neurons. This simple fact is the principal motivation for consid- _1
ering optical implementations of neural nets F I. The basic approach we have adopted is
shown in Fig. 1. The neurons are arranged in a planar configuration and interconnected
with optical elemients (holograms or masks). Several emerging optical technologies can
be considered for the implementation of the two basic comnponents. We have come to
the conclusion that thle mnost prontisinig technology for the implementation of neurons is ~
opt oelecctroruics: a two diritensional array of LllIDs, a detector adjacent to each LED and
a saturating amplifier connecting the two 2.31. Wve are considering two possiblities for
perforig the coninections: optical memiory 'disks and volume holograms 121 In this pa-

1,r %t' t' riuiic t the advanlltages of usli gl" 01iC fI0e hologrm as op posed to planar media for
st orIiigth ilit t rcoii tiect pat t ern, we pset met hods for ach ievinig d(iFrrit types of ar-

1)1It r\ ll I I [Irierk oite ct Ioll.", a I Id we prsent1 ex I er11i ietalt resulIts us ig a p)hlotecrefractive
c r I 1_ I 1, 1 ) 1, 11111) lertIletit [ not I fiil)e sv it ..

'Ihe1 lrii,t :1iour for us. ingf volufme~ hologramns comres from their ability to store infor-
iat in t. hr 0r,-e dii~i sio. The p~otert tial for a 4 ramuiatic increase in storage density that

re iilt. \tlas rer ,iized cait onl by \'anl I leerdeli !1 and more recently voltume holographic
ri CliII c> ha% ct beel devc I ped by Gavylord and co-workers 51. In the optical implermenta-

itot 01 o a neutral rit (Fig. 1) the( use of volti me hologramis provides a mnuch better match%
het weii the, area of Ilie iietral planies aril the tranisverse area that is required by the
(1v ,Ite t hat perforiri thre itercon nec tons. Let,A, and A._ be thle areas of tile input andN l
ou t put proceisisig p lanes. Thlin the max imru n umtber of mnenurons that can be packed at -

the( inpult a id (Jit put pla ties is A, /A2 aIl .A 2  respectively, where A Is the wavelength. o
T'he totall n iit hber of al riota ry cori ieci t iis thIiat, need to be qpecified is therefore A A 2/ A4.%
1If tht lit iterconnic t[MinS are( specifiedl by at plantar optical trarisparency (e.g. a hologram, a

mriteoi tuu ilsk) vIl it arca A,,1, thIi i tie( lit ntbe r of degrees of freedom t on the hologram is
A- \2 l , le,itl- to) tit(, fol\ i c latiois iitt:

'Ii l c tl! tt I a i, i tiot. wI l ol lItli~c il b 1 e! I 11,1 It Ia It%' t hi t, t li kl'i5 f -.

t I'
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in the volume of the crystal:
AA 2  (2)

VH > (2)

where VH is the volume of the hologram. The above relationship can be interpreted in a
number of different ways. For instance suppose that VH = At x L where At and L are the . .. ,
transverse area and the thickness of the volume hologram respectively. Let us also assume
that At = A,. Then Eq. (2) tells us that A 2 < AL, which is typically much smaller
than A,. If we attempt to perform this same interconnection with a planar hologram its
transverse area would have to satisfy AH > A (L/A). L/A is the number distinct samples
in the longitudinal dimension of the volume hologram and A, is its transverse area in this
example. Thus AH must be at least as large as the total area of all the equivalent planes
that are "stacked" in the three dimensions of the crystal.

The above discussion is based on bounds. We still need to find specific interconnection
schemes that will yield the increase in connecting capability that volume holograms can
in principle provide. Perhaps the simplest demonstration of the increase in storage capac- 0
ity that results from using volume holograms is the familiar VanderLugt correlator. The
VanderLugt system with a planar hologram can be thought of as an arbitary interconnect
between the N 2 pixels of the input and a single point at the output. When a volume holo-
gram is used in the VanderLugt system [61, multiple holograms are recorded by interfering
in a photorefractive crystal the transformed field of a set of images with a plane wave
reference each incident at a different angle. When an input is presented to the system, •
each of the stored filters is correlated with the input and the outputs are produced in par-
allel spatially separated. Because of Bragg discrimination, crosstalk between the various
correlations is suppressed. Thus we can in this case arbitarily connect the N 2 points at
the input with a 1-D array of L points at the output. Typically L ; N, hence the volume
VanderLugt system can be thought of as an arbitrary N 2 -+ N connection network. The
use of the volume hologram in this case has increased the number of connections by a 0
factor of N.

A counterpart to the N 2 - N interconnect scheme is the performance of an N - N 2

interconnect. The same volume hologram that is used to perform a specified N 2"-.. N-
connectivity pattern can be now used to do the corresponding N 1-4 N 2 mapping simply
by reversing the direction in which iglit propagates.

The N 2  N and N * N 2 mappings arc both useful for the implementation of
neural net models. The N N 2 is useful for instance in the early stages of a multilayeied
network where it is desiarable to increase the dimensionality of the data (introduce a large
number of "hidden units") in order to inake more classification assignments of the input

patterns. Siiilarly the fan-in Mrappiig N' ' - N is useful for reducing the dimensionality '
of the feature space once cl;a;ification has been made possible. However there is also need ]
for dirnensionality preserving mappings that conuect a roughly equal numbers of input and
output neurons. For inisktn( e this t pe of miapping is required for implementing a Ilopfield
style network. Let iis a ,sime that the volume hologran is a cube, each of its faces having
an area At. Let us ass inc as an exin ple that A - At - A, = A2. Then from ['Eq.

(2) we concludc that 1 > (V\A,/A) whilI iripli,'s that we can only connect one inptt spot
to o,' , spot al the outpust Willi a A\' 3 r:td 1n orderv to do rnorc meaningful rnaptpi'ng,
w e n,'ed to h, ve .A , A 2 < ,It or c,li vale ntly h atve the neuro its in the inp t .and o t put, %~....'

plai , arrat;;, .1 sparsely. Let, N be the mrxirwxtmin nu ibtl r of samples that call be slin, r.edI
int oric dirf, ... ;,, either at the rCNi:;tl flanes or the vo!iirn hologram . Then the rriaxirrimri -. W
ITlttri,, r o[ ( t M~ nq that I , ,  volii rw, !,mlh)g.ret t i i ,LH " iV f,'y I.', 7  ,, .IV" Vit11CI ',"'iO-",to,'l

mn iht* , ,r of p1 k ,,,i tli ' cal " 1)(, h rY " t %'wen t1 i111,t11 ;).Itplt pIl:rlus IS
, are cie rti.,11y or' spatial dir sh r, it ,we atterr'I to fnfl' . .1
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arbitarily interconinec t two 2-1) surfaces wi th a 3-D) hologram. The mraxIirial (I mrirvior litl v
preserving mapping we can (to) withi a vol ii u hologrami haiv inrg V1 A V' cleg rees ofe

freedom is N2 N

There are several wavs to do a A1 '- ' i'2  appinig. One possibility is illuistrated
in Fig.2. This example is for the case N 16. This means that the number of resolvable
spots in the input and also the otitpur t planes, is V2  256. Fromn ouir (I sc li.sIof above,
we know we can only use N312' 64 of these at either plane. H-ow (10 we decide which of
the N31 2 out of N' points we are allowed to rise? The answer is that the spots rUiiist be e l
arranged such that no two input-output pairs are connected with an identical grating In
the volume hologratri.This is necessary for the Implementation of arbitary interconinec tions.
To satisfy this requirement we must break all syrnmet ries and this leads to systerriat ic w~ays
for selecting the N112 points. The arrangemren t in Fig. 2 is an examriple of th is. Thel( top
diagram in Fig. 2 corresp~ond1s to the arrangenient of neurons at the input plane and the
bottom part of the figure is the output. Each plane is partitioned Ii v N . A,' blocks

each containing fN points. In the input plane all blocks have 4 points along the diagonal.
At the output planes the location of the points is perniuted within each block. W\e h av e 6
shown that this arrangement allows us to perform an arbitary N3il2 ~- N 3 /

2 mapping.

The above method has been experimentally verified. The experimental arrangement,
is shown in Fig.3. A set of optical transparencies are created by comnputer. Two examiples
for N =4 are shown in Fig. 4. T1he dot oii the left in each case is positioned at oiie 0
of the allowable input positions. The spots onl the right are the points at the outpuit
to which we wish to connect each input poinit. All the otitptt points musit of con rse be
placed at allowable output locations. A separate transparency is madle for each of the
input points arid each transparency is placed at the input planie in Fig.3. The system is.

a joint transform arrangemnent that recordls in an i roi (doped Li'Ab() 8 c rysta;l a hologi-rn I
of the desired conmnec tivi ty for each poinit. Once it luoograin for each i)pui point hias, bool)
recordled , we test the systemn by pl i ing art iii plit trans~parerncy lit whic cidal thle al Iowa Il
iripit point's are "onl", arid observe the ot puit phi rue ol ;I (CCI) cmnruei. F~ig. 5,1 sihm%\'- I li
iniput pattern uised Ii the expcerirIniet. The holograi wals exposel to I lie tA. o irilt( oi icA t ..
p t~terrn shown in Fig. 4. TFhe light dif[frac ted at, tfiV out p ot platne is show ii lin F'ig. 5b. It
con t airus a total of 5 spots rat her than the ex pec tedl 3. Two of these spots luo\% eve r are atI
ouit pit. locat onls thluat, are riot al lo lble. ""inrce lieuronis arme lovecr placd lit the pusiolilb i i

locations, light tlat, Is diffricted there will be iruconlsepiiit il. TIo oleuioiist mit c t Ills ideal.
a rrask was placed ait the witd put pdilf te I rnrsmuiit t i11rig light only at t he allowabilel on t pil

locations. 'Phis is shown ii i r Pg. 5c showing onlhy 3 otitlpiits ports, receiving light Imri thle-
8 inpuit poinits, iv, expected. -

II ete reI Ic es

1) sit Is, I). arid N. l'iurliit , 01)1;c- (,c0llr.,, vol. W, ), p9 S, s.

2: lsa Iti,, 1)., in Cop'cal !J4(hliy I, (;ibI, et . ill1. ('( K SJ[ugVedlig. p.
BerlIM hleidlelbeig, 19S5.
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N-i ltilayer ( )pt tea Learin g Net'Iworks
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Optical associative processing elements with versatile adaptive learning capabilities

Arthur 1. Fisher and John N. Lee -U,

Optical Sciences Division, Naval Research Lob, Washington, DC 20375.

Introduction
We are investigating associative processing architectures for tackling the massive parallel -"

symbolic processing demands of problems from image understanding, robotic manipulation and locomotion,
expert-system problem solving, and other difficult artificial intelligence domains. A modular approach is
taken, where a number of smaller adaptive, associative "modules" are nonlinearly interconnected and c 0
under the guidance of a variety of "organizational principles" to construct larger architectures for solving
specific problems. 1.2 Each module is a complete associative memory which adapts as it is exposed to
associated information patterns ( u,v), (e.g., feature vectors, encoded symbols, images,... ), so that subsequent
presentation of one pattern u results in recall of its paired pattern v.

Adaptivity of the individual modules assumes a central role in this approach. The information required for
successful performance in real world applications, such as image understanding, is often too extensive and
detailed to be prespecified Adaptive learning provides a more practical means for selecting, acquiring, and
structuring the relevant knowledge, as well as fine-tuning and extending the underlying procedures or

* "algorithms". he multi-module architecture becomes, in effect, a "knowledge filter", ideally only gathering
information relevant to its designed task(s) and tending to avoid saturation with inappropriate information.

Its inherent parallel processing and interconnection capabilities makes optics an attractive medium for
expressing the innate parallelism of these associative concepts. Furthermore, these systems are often
low-precision or binary and hence are compatible with the limited dynamic range capabilites of optics. Four
optical adaptive, associative module implementations , including both electrooptic and holographic
configurations, are briefly outlined. All these modules are optically cascadable, with all inputs and outputs in
the form of 1 D or 2 D image beams or intensity arrays.

Widrow-Horf Learning-Rule Module
The electrooptic asoiative implementation of Fig. I performs real time learning of m pairs of associated

n-elcririont vectors (u- v ; by thc Widrow-Hoff 3 (or least mean square) dynamic equation-of-learning,
dM/dt=g'( vk Muk)u Here g' is a gain factor, k designates a particular associated vector pair, and T is the
matrix transpose operator. Associations are retrieved by tle equation-of-recall, v=Mu. Note that changes in
M are driven by the difference between the desired output v and the actual output v. The current state of he
memory matix M is stored as an electronic charge distribution in the microchannel spatial light modulator
MSLM I 2

I he operation of the configuration in Fig. 1 has been described previously.2 Briefly, vk is stretched in
one dimension (along z) onto the detector side (D) of MSLM-, and uk is perpendicularly stretched ( along y)
and reflected from the modulator side (M) of MSLM 2 to produce the outer product vkukT (or vukT, with
feedback of v by rotating m 4 to m4 ). In recal , u is stretched along x, multiplied by M in reflecting from
MSLM I and then compressed along z to form v=Muk. I he difference equation form,
M +=M = gvkukT- gvukT, is implemented by utilizing the capabiity of MSLM 1 toaddor subtract charge 0

tolfrom irs stored image.
Aside from being heteroassociative and ?idptive, this architecture exhibits incremental learning, whereby

the learning of an associated pair improves on successive encounters (need not be sequential). It is usually
operated in a Qated learning mode, where it spends most of its time performing recall only, without
adaptation, learning is gated on only when another part of the system signals that a significant event has
occurred. The negative feedback term tends to: I ) prevent saturation of the dynamic range of Ml, by allowing 0

miito decrease as well as increase , 2)implement controlled forgetting, with newer associations replacing
oA; obsolete associations, when the information capacity (in pairs) is exceeded, and 3) correct for
aberrations of the optical system by storing compensating modifications in M. 1:

Hoblbian Learning-Rule Modelos-$',

With removal of the v feebaf path, the associative modul ofF ig I implements the simpler Hebbian
learning rule, Mn+ =M+9 V u ,or equivalently aii = gvi uj k Unlike thf Widrow- Hoff
configuration, this simpler formulation I )requires orthogonalitybetween the uk vectors for perfect recall,
and 2) easily saturates the dynamic range of i, sinceamij is always positive and never negative.

13" 1.2 ,
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Difrerenial Learning-Rule Module
The optical module in Fig. 2 implements differential dynamic learning equations of the form

dMl/dt=gld v /dtXd u/dt)T. The advantages of differential learning rules of this type have been discussed by
Koskob,Kiopf 6 . Barto and Sutton', and others. Instead of learning (uv) pairs which happen to be large, pairs are
reinforced in which a change in u caused a change in v. Among other properties, these rules may have enhanced
"credit assignment" capabilities for 1) "back-propagaLting" the correct weight changes, Amj , to intermediate layers

which have contributed to a correct output result in a multi-module configuration, and 2) learning intermediate stps i n
a time sequence of events. Other features of the implementation of ig. 2 include: incremental learning, gated ' ""
learning, and resistance to saturation by allowing both negative and positive changes in M- This module is shown im .
two -port (u-v) flow-through configuration. which is the required geometry for application in some Darts of a 40'
multi-module architecture. Alternatively, it can be operated with three-ports, (uk-vk-v), when the training input v
in Fig 2 is available.

The MtSLMs in Fig. 2 can be sequenced to generate a variety of specific learning rules, for example, the aoaptive

difference equation, Mfin+ +g(Vn+ 1-vnxun+ 1-un)T . or the 'lagged conjunction"5 relation,

Mn+1 =n- I+9(v k n+ I -vn Un-Un- l )T . The differences, e.g., (Un+ I 'un) and (vn+ 1 -Vn ), are computed by switching

MSLM I and MSLM 2 between their addition and subtraction modes. These &u and Av difference vectors, which are

stretched in perpendicular directions, are multiplied by MSLM 2 to form the required outer-product. The resulting M

matrix is accumulated and stored in MSLM 3 . MSLM 3 also multiplies Mi by u to form the associative output v=fiu

with anamorphic imaging and stretching optics similar to those of Fig. 1. In gated-learning operation, MSLM 1 and •

MSLM 2 are continuously updated, but MSLM 3 is only activated when a learning cycle is desired.

Holographic Modules
Holographic configurations of the form depicted in Fig. 3 are also under investigation and may result in reduced %

module complexity. To be useful this module must be capable of adaptively learning a large number of associated 2-0 .

or t-0 images uk.k). The H element is a real-time. reusable holographic storage medium, such as a thermoplasb
film or a volume bulk photorefractive material. This module is operated in a gated-learning mode, where it spends
most of its time performing nonadaptive. nondecaying holographic readout; learning is turned on onlyin short bursts to
capture significant events. Depending on the specific materials employed, learning can be activated by a pulse of %

increased light intensity in uk and vk. heat, flood illumination (e.g., for heating or a two-photon material), and/or bhas ,'"V
voltage. This is designed to be an Incremental-learning process, where each exposure to a new associated pair
superimposes a weak component to the holographic gratings, and multiple exposures to a given pair increase its 0
strength. Some materials will tend to avoid dynamic- range saturation by eventually replacing old association:, 6it5
nw msociations through a process of conservative redistribution of charges (photorefractive) or material
i! tiher flLd 't iL ).

With Fourier transforming optics on the uk. vk and v paths in Fig 3, and no P element, presentation of the pattPFr,

vP recalls the output distribution of Eq.(la). where the * and 0 represent convolution and correlation,
6 respectively 8.9 Alternatively, with imaging of uk, vk and v to and from the hologram, the output is given b' Iq i

( b), with the indicating complex conjugation"'
(ib).cojugtio

~kvkuUuP) j lIvm* X,1gukuIto
-kvkO(ukouP) (Fourier) (la). v uPP(ima g)(b-.

The R element In Fig. 3 serves the critical role of recoding the uk patterns to obtain a usefully large information
capacity, there are a variety of possibilities for its implementation Angular encoding, which corresponds to each uk  •

being a uniquely-angled, plane-wave in the imaging configuration of Eq.( lb). or a displaced point (delta function) in the
Fourier configuration of Eq.(la), gives the desired recall of v- vP  By utilizing the excellent Bragg angular seifctvVt,
of volume-photorefractive holograms, very large information capacities can be realized 10 Unfortunately. ass. n,,., a
inique angle to each uk pattern, and the same angle to repeated or nearly identical uk patterns is problematic ai X,,

khypothetical possiblity is to make P a "hash table" which produces a unique angle for nearly any possible u plit. f-I
(given a finite resolution and dynamic range in uk) An approximation to this is to use apriori information about It:
problem domain to prerecord a holographic lookup table in P assigning reference beam angles to expected 1.) pat .

J .3 .--

I" - -'..--



u A 5-i _S

A more general approah is to create an R hologram which maps an orthogonal decomposition, such as Walsh or Fourier
components, into unique reference beam directions. A thresholding operation is then required to clean up uk.

A quite different approach, also applicable to "thin" holograms, e.g., thermoplastic, is to employ P to add unique
high frequcncy structure to uk (in the Fourier configuration of Eq.( Ia)), for example through edge enchancement by a ,-

high-pass spatial filter An MSLM could be used4 to convert uk to an edge-enhanced, phase-only image; which is also
applicable to the imaging configuration of Eq.( Ib), particularly when the output is followed by a low-pass filter and
thresholding (It should be noted that multiplying every uk pattern by the same fixed random-phase mask at R does not
solve the encoding problem.) More esoteric approaches are also under consideration, such as extracting from H a
summation of all previoius uk s. and subtracting this (e.g.. with an MSLM at R) to produce a novel or "orthogonalized" 0

reference beam from the current uk

Still another approach is to limit uk and vk to one-dimensional (I-D) patterns and use one dimension for encoding.
The two I -D images uk(y) and v)(i) are stretched in perpendicular directions to record a 2-0 hologram, which contains
the term Ikvk(xi k (y) The holographic output beam is Fourier transformed along only y (the uk(y) decoding

direction), and passed through a slit along the x direction located at the zero-order of the Fourier plane. Presentation
of the pattern vP(x) then recalls the output distribution I kvk)fuk(y)uy)dy]. For uncorrelated uk patterns, the

overlap integral, which is the pedk of the crosscorrelation., is small and vk(x) Is recalled. This Is essentially identical
to the outer-product formulation (M=2 kvkukT and v=Mu) discussed above, except that it takes a continuous, rather ,' %

than dicrete-maLrix form! It should be noted that since the SLMs and other optical components in Figs. 1 and 2 are r,, e-.

continuous resolution devices, those architectures are not limited to matrices, but can also process continuous 1-0
images! In fact, continuous images will result in an enhanced information capacity, which is ultimately proportional to
the number of resolvable pixels.

Concluding Remarks
Although only the learning dynamics have been emphasized here, the overall performance of an associative

architecture also depends on the choice of recall dynamics (which can generally be expressed as a differential or %,...
" '..A't i=,

difference equation in v). The recall formulation determines, for example, whether response to distorted or partial
inputs is exact 11 recall of. similar to, or a superposition of stored patterns; or is even random patterns or a null
result Most of the optical modules mentioned above directly implement simple static recall, e.g., v=-lu ; however
these modules can be configured in larger systems to implement a variety of recall dynamics. In multi-module and
recursive configurations, it is assumed that the module output is followed by a nonlinear operation. For example, a ,
follow-on MSLM can implement 4 versatile image thresholding operations. In some instances it is also desirable to
insert a spatial light modulator to implement short-term-memory decay dynamics in v. Other useful interconnections
include feedback of v to parts of uk and or vk, or optical Fourier transforms to allow shIft-Invarlant patterns to be
stored and recalled. These adaptive associative modules can also be employed in nonlinear-resonator 12 recall
configurations.
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(Top View). D is the input detector side and M is the output reflective-modulator side of the
MSLM's (microchannel spatial light modulators), S is a uniform two-dimensional light source
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Many researchers have suggested that the parallelism of optics might be
exploited for symbolic processing applications.'-8  Optics can perform 0
functions needed for symbolic computing such as searching (using correla- ,
tions) and high bandwidth data transfer (imaging). It is, however, an
open question as to the applicability of optics to an overall system
which does general and nontrivial symbolic computing. This paper exam-
ines how optics could be used within the framework of implementing cur-
rentiy specified computer languages.

LAN- (3UAC GES

Languages for symbolic computing can be divided into three categories: .
imperative, logic, and functional. Imperative languages, particularly
LISP (as it is used today), form the basis of current expert system
shells. Due to the assignment operation, the execution of an imperative
language program can be viewed as a series of changes to a large state
space. To implement a language which executes in this way, important
primitive operations would include memory access and compare. Imperative
languages are inherently serial because of the need to operate upon a
well defined state space. 0

The best known logic language is Prolog, which has received wide-spread
attention as a result of the Japanese Fifth Generation effort. Concur-
rent logic programming languages, such as Concurrent Prolog and PARLOG,
alleviate problems posed by the sequential semantics of Prolog. These
languages use complex data structures such as graphs and trees to repre- •
sent the program and the data. Computation can be viewed as various
types of unification between different data structures.'"

Programs in functional languages are essentially definitions and applica-
tions of functions. Pure functional languages,10 such as pure LISP, com-
pute by value and not by effect, and functions are used to compute new 0

°, . .O • .. °. .. -. .- ° .. .. • •° . . . . . ... .. . . . .. ...- ... . - ... -.- . -%'
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values from old. There are basically two computational models for fur-:.
tional languages: dataflow and reduction. Both of these are amenable e
parallel computation and, like imperative and logic languages, rerp,.r
the maintenance and manipulation of complicated data structures.

In summary, one common feature of these types of AI languages is tna-
manipulations of data structures are critical computational primitives.
Moreover, the execution of concurrent logic languages and functicvria.-
languages can be described as the reduction of a graph which represenr '-

the program.3, 0  We can conclude that data structure representation ir.
opticai computers must be done efficiently and expose some parallelism-

DATA STRUCTURE REPRESENTATION

Representing data by graphs and trees implies that some mechanism m""-
be used to express the connections. Traditional computer designs harxi>-?
this problem through the use of pointers. Pointers are typical 0-1 0
addresses of locations where other data items are stored. This apprcaz>1-1
to the representation of complex data structures is attractive because it
allows complicated relationships to be efficiently stored and modified.
It does require, however, that the machine possess addressable memory and
a separate processor. This separation between memory and processor ;s
needed to allow the processor to have some "knowledge" of the way data is 0
stored. This knowledge is required because the computational models
require the processor to explictly store and retrieve the data struc-
tures. If the memory were merged with the processor, the combinati-.,
would have to have some explicit "knowledge" about its organizatior., ,
tDpic for a much deeper discussion than possible here."

Another problem is that these data structures must be represen -d
exactly, again because of the explicit and exact nature in the computa .-
tional model. The use of complex data structures to represent the pro

,jram and the data for current languages implies that the representa:: .-
must be exact. Errors in the data structure representations could n.a"-.
- ich extreme consequences as "forgetting" portions of the program, '-:;

track of where the program is executing, or corrupting the wCV.-L,.
memory. Analog representation could be employed if the probability
error was sufficiently low, but in practice, digital systems are the pr"
ferred choice. This does not imply that all of the computation must ne"
essarily be digital. However, as most operations involve changes &:
,:omparison of data structures, the use of analog optical processors ' i
the matching may do little to improve overall system performance.

OPTICS

Al I approaches to provide the primitive operations required must it.
i.. o account the overall nature of the task. Since data structure r:
pulations have been identified as critical and difficult, we examine ; .
:al approaches to complex data representation and manipulation.

Operations like searching and matching of digital data items could -.

be performed using correlations. However, since the functions are :.
manipulations on data structurcc, correlations cannot be employed unl':'u
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the data structure can be represented as an entity rather than as items
connected together. At present, this type of representation is difficult
to achieve in a optical computer because the data structures change,
requiring a means for selecting, adding, deleting, splitting and joining. ',-L"

---.- ,

One solution to addressable memory is to actually construct memory which
has binary addresses. The problem with this approach has been the diffi-
culty in generating the decoding addresses. We have developed a possible
approach for constructing an address decoder which employs the inherent
parallelism of optics to reduce the number of devices required as com-
pared to electronics.

A totally different approach would be to develop a computing structure
which does not require addressable memory. The optical finite state "''

machine (OFSM)1,2 is such an architecture. Unlike conventional electronic
computers, this architecture does not separate the memory from the pro-
cessor. The conventional way to design a finite state machine is to enu-
merate a!: the possible inputs, outputs and next states, and then develop
some combinatorial logic to perform that function. However, design of a
system with over 1012 states (assuming a 1000 x 1000 array of optical ?%J.
gates) is practically impossible when done in this manner. Such an effort
would be tantamount to specifying all of the possible data structures,
all the values of the data items, and the answer to the computation at
the time the machine is designed. '.

The other approach to developing a finite state machine would be to spec-
ify the transition rules for the states in such a way as to avoid specify- az
ing all of them explicitly. Symbolic substitution is such a method.2 It

has the disadvantage that the machine is no longer massively intercon- r-.
nected because only pixels within a certain neighborhood can communicate ,

directly. However, symbolic substitution does might be easily imple- F
mented' and may be able to employ high-speed (gigabit) optical compo- .1 ?

nents.8  The use of this type of architecture will require the develop-
ment of algorithms which provide addressable storage.

Another method for representing data structures is the use of adjacency
matrices.4.1 Graph structures can be represented in a matrix structure
by assigning nodes of the graph to rows and columns. When there is a con-
nection between nodes an entry is made at the intersections of rows and
columns of the two elements. A directed graph may be represented by
using the rows to indicate the node the connection is from and the col-
umns to indicate the node that is the destination. This scheme has the
disadvantage that memory is used inefficiently; only a few connections
are made between nodes, while there is memory allocated for any of the
possible connections.

No addressing is required to check interconnections between data items; 0
it is all present in the matrix. To set up the connections, however, some
means is required to address and set/reset the elements of the matrix.
This is made even more difficult when the elements to be added to the ...

existing matrix make up another graph. To be added as rows and columns
to the existing graph, the new subgraph must be rearranged. If elements
were to be removed from the graph, some means would be needed either to N
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keep track of the empty rows and columns or to rearrange the graph s,-;
that the empty rows and columns are no longer in the interior of the data
structure. Both of these methods require other data structures, such as
linked lists, to keep track of the altered data. Thus to perform nontri- 0
vial operations on data stored in matrix format, some form of addressing N"

must be used at some point. A

CONCLUSIONS

Examination of the computation models of current computing languages
shows that some way to perform addressable memory is required to repre-
sent and implement essential data structure manipulations. Optical dev--
ices and architectures may be able to provide the required functions, but
development of better addressable memory architectures would greatly
expand the number of computing applications where optics can play an sig-
nificant role.

This research was supported by Air Force Office of Scientific Research V
and the Advanced Research Projects Agency of the Department of Defense
under Contract No. F49620-86-C-0082.
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Comparison of Adaptive Pattern Recognition and Image Restoration *:
with H-etero-associative and Auto-associative Memories0
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11. Comparison of Pattern Recognition Process with Iletero-associative Mappings
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hjose olp(.rat ors are appjri)rIat (lv designed. )i ill III coterge, to( x as k ci-c 12 i.e. '
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Summary ... .

Digital computing algorithms are analyzed using a simple and abstract modcl f(r ..
co)mputation: the Turing Machine, or close equivalents. The simplicity of the model .. .. .

. -. ." .Pmakes it possible to measure complexity in terms of onl' two resources time and
space. and allows us to use asymptotics without concern for noise or the breakdown ()I
ph. sical laws. Analyzing the complexity of analog computation is more difficult because"-"
,)t the modeling problem, and the theory and technique arc at an earlier stage of dcvelo)p-
;icnt. In this talk we will discuss this theory, and give some examples of its arpplicatioll.
Much of the discussion is based on [ I.

We will begin by discussing the definitions of digital and analog systems, by no
means a trivial issue. We will argue that the major distinction between the two stems %
from the fact that a digital computer can use any number of physical quantities (registers)
to represent a problem variable, while an analog computer can use only a fixed number.

Next we take up the important differences between measuring the complexity of'
analog and digital computation. While the Turing Machine is taken as a valid model for
any digital computation, and many other discrete models have been shown to be

equivalent to it, there is an endless variety of essentially different models for analog sys-
tems. This creates an important and interesting difficulty: A particular analog model is
uSuallv valid over only a limited range of problem sizes, and therefore asymptotic result--
may be meaningless.

Noise is an important limiting factor in the performance of analog systems, while it
is modeled away in digital systems. The arbitrary precision of digital coinMputatlon is 

realized by the use of indefinite storage for one variable, its distinIguishing characteristic.
In certain cases it is possible to trade time for precision in analog computation, in effect
re-using the analog variables, and creating a hybrid. This idea goes back to Lord Kelvin.,
and is discussed in more detail in 121. " ".

Finally, we address briefly the open question of whether analog, computers are in
any sense more general than digital. The central issue here revolves around a stroncr
thal usual version of Church's thesis.

. A. Vergis, K. Steiglitz, B. D. Dickinson, "The Complexity of Analog Computation.,
Mathcmatics and Comnuters in Simulation. vol. 28, pp. 9 1-113, 1986.

2 11. J. Caulfield, J. 11. ;runi nger, J. E. l.udiman, K. SteigI Itz, II. Rabi i . (;e lfand. t".
[soni, "Bimodal Optical Computers," Applied ()ptic's, vol. 25, no. 18. pp.12 .
3131, Sept. 15, 1986.
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A Unified Approach to Analyzing Optical Computing Systems

Ravindra A. Athale, Charles W. Stirk, and Michael W. Haney 0

The BDM Corporation
Mail Stop D321

7915 Jones Branch Drive
McLean, VA 22102 PI,

Many problems exist that available methods of
computation, including those implemented by advanced
parallel electronic computers, cannot solve within the
bounds established by the immutable requirements of numerous
significant applications. The bounds for some of these
applications are generally described in terms of S
environmental stresses, input format, desired output,
computational throughput, accuracy, size and power. In
recent years, the potential capabilities of many optically
implementable algorithms, architectures and technologies
have been considerably enhanced. What must be done now is
to construct composite system performance metrics in terms S

of individual algorithmic, architectural and technological
capabilities that can predict whether or not a given optical
system can satisfy the requirements imposed by these
applications. (Clearly, a given application can be solved
by more than one algorithm, each implemented on several .

architectures, using a wide variety of technology. ) The S
method used to construct these composite metrics should ..

reveal what individual performance gains must be achieved
before an optical system can be applied to a given problem.
Thus, a methodology that unifies heretofore unrelated
aspects of algorithms, architectures, and technology will
serve as a tool to point out fruitful avenues of .research to 0
the optical computing community.

While portions of each of these catagories have been
considered separately in the past, such an approach has led
to performance metrics that are by themselves meaningless. -

Only with the context originating from the other descriptive 6
structures can meaning be extracted from a performance gain .WV
in an isolated area. Moreover, the lack of an explicit
formalism to express the interdependence of mathematical
formulations, architectural organizations, and hardware
realizations in optical computing has led to poor
communication between the communities exploring these three
aspects of research. In such a vacuum, a fundamental
advance can be made at some level without its implications
being understood for several years. This type of research
environment leads to research that is at best inefficient,
and at its worst ineffective.

The descriptive structures that we have chosen can be
further broken down into subcategories. For instance, a %
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problem in linear algebra can usually be solved by more than %
one algorithm. Similarly, an algorithm such as eigen-
value/eigen-vector decompostion can be described as being %
composed of one of several distinct organized applications
of a finite number of lesser elements labeled higher order 6• ?. ...::
operations (Figure 1). Each of these higher order
operations can be further reduced to a set of elementary
operations. Finally all elementary operations can be
described in terms of the ordered application of the members
of a finite set of computational primitives.

Every algorithm, operation and primitive can be
implemented on a variety of different optical architectures.
Any architecture can be described as having some of the
specific characteristics listed in figure 2. The value that
each of these characteristic parameters assumes along with
the context provided by the application, algorithm and 0
technology offers the means by which different architectures V
can be compared. Similarly, a given architecture can be
realized by potentially many different technologies (Figure %
3). These technologies can be organized in a similar manner
and their effects on specific architectures and algorithms
can be quantified.

More specifically, since each algorithm, architecture,
and technology can be specified in terms of performance
metrics that are determined by its intrinsic properties and "Oe
the properties of its constituents, the overall performance -
of a given optical system for an application will be a
function of these individual performance metrics (Figure 4).
Furthermore, the constraints imposed by an application will
limit the available algorithms, architectures and
technologies. Direct limitations are imposed by application
requirements directly on each of the aspects, while indirect
limits are propagated through the composite performance
metrics from other aspects.

In addition, by using this formal construct, the global
effect of an advance in research at an isolated location can
be immediately quantified since the performance of one
aspect of an optical computing system is determined by the 0
performance of its constituent aspects in all the
descriptive spaces. Moreover, the advantages offered by a
new combination of constituent elements can be rapidly
determined. Hence, the communication pathways between
different research areas pertinent to optical computing can
be greatly enhanced and new directions of research can be
revealed that may provide significant performance gains on
specific applications.

Examples, such as SAR and pattern recognition, will be
examined in detail to illustrate the utility of this formal
lescription. A similar analysis of more complex systems S
like associative memories will also be attempted --
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Figure 1 ALGORITHMIC VIEWPOINT:
EXAMPLE

ALGORITHM

EIGEN-VALUE/EIGEN-VECTOR COMPUTATION

HIGH-ORDER OPERATIONS

Q-R FACTORIZATION, GRAM-SCHMIDT, GIVENS ROTATIONS,
HOUSEHOLDER PLANE REFLECTIONS

ELEMENTARY OPERATIONS
SCALER-VECTOR PRODUCT, VECTOR-VECTOR INNER/OUTER PRODUCT,

VECTOR-MATRIX PRODUCT, MATRIX-MATRIX PRODUCT

COMPUTATIONAL PRIMITIVES

MULTIPLICATION, ADDITION/SUBTRACTION, SQUARE-ROOT, DIVISION

# - ",4

Figure 2 ARCHITECTURAL VIEWPOINT

.. , .
'5%,.-,,.

" CONTROL/DATA
- HARDWIRED, PROGRAMMABLE, FEED-FORWARD, FEED BACK S

• PARALLELISM
- NO, N', N2, N3 , N 4 ,5.""'

" INTERCONNECTS "s

- 1 .1, 1 .M, M.1, M.M

- SPACE-INVARIANT, SPACE-VARIANT ,

" CLOCKING

- SYNCHRONOUS, ASYNCHRONOUS . ,

" MULTIPLEXING .5" "-

- SPACE, SPATIAL FREQUENCY, TIME, TEMPORAL FREQUENCY,
POLARIZATION, COLOR .....

" INTEGRATION
SPATIAL, TEMPORAL

• •5

* I;-\

1, % %.5' 5"
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Figure 3 TECHNOLOGICAL VIEWPOINT

PN
,. ,.,-

" ACTIVE, PASSIVE

" LINEAR, NONLINEAR

" BULK OPTICS, GUIDED-WAVE OPTICS

" ACOUSTO OPTICAL, ELECTRO OPTICAL, MECHANICAL OPTICAL,
NONLINEAR OPTICAL

" INTERFACES (OPTICAL-OPTICAL, ELECTRONIC-OPTICAL, OPTICAL-
ELECTRONIC)

..4 -*,

Figure 4 EXAMPLE FOR EXERCISING

THE FRAMEWORK

ALGORITHMIC ARCHITECTURAL TECHNOLOGICAL

* CONTROL1 DATA ACTIVE, PASSIVE
* HANDWIRED, FEED-FORWARD

LINEAR, NONLINEAR
PARALLELISM

ELEMENTARY OPERATIONS NO, NI, N2 BULK OPTICS, GUIDED
VECTOR-MATRIX PRODUCT WAVE OPTICS

INTERCONNECTS .'

1-1, 1-M, M-1 A-O, E-O, MECH.-O, NLO

CLOCKING INTERFACES .
SYNCHRONOUS, ASYNCHRONOUS S

MULTIPLEXING
SPACE, SPATIAL FREQUENCY, TIME

INTEGRATION
SPATIAL, TEMPORAL
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% TABLE 1: Parameters and Values Used

%P.AR:AMETER VALUE REMARKS

dxd d=32 Input image resolution0
Mm n M= 16=4x4 Number of object sectors or symbol.,

kxk k=8 Resolution per image symbol sector -
N. n ri 72 (2 classes) Number of images (total)

-/f m=16 filters Symbolic filter for sector in
III

%,m=16 element vector Output symbolic vector%
E"ach of in training imiages Sector m of training

has m sectors image n
0f Sumn of g over T'raining set ror sector

all n for one mn filter i.

V1,11 2 output 16-element vectors Output symibolic vector for

class 1, 2 0
.eVs= 3 filters used Output symbolic vector for W

16 element output, vector filter set s of sector filters
classes(S Out put. for filter s

c 2--number cassfor input in class c

f()s=- I to 3 filtrer sets Symlbolic filter set s

m=1l6 filters/set

0-- 0%

1 0- 1--0 0 1 1 0 1 0 10- 1,
1 0 1 0 1 0 0 11 1I

(a) Output symbol vector (b) Output symbol vector (c) Output symbol vector
~( 1 (2)

FIGURE 1: Outpu symbolic vectors v( o

filter set s for object, class c 1.I

4.1 SYMBOLIC DESCRIPTIONS

Each symbolic output, v(') is thresholded to 'tieldl --11 or "0' elemientts. lle' tie t lt-1 apiph'd t it.

Fit, I is now summarized. InI this rule, we assign symibol A to all one-valued ntoput svyinhols md It to

all zero-valued output symbols. 'We then compare the 16 measured ou tpuit sv ijihols, to tilt- ~ iu

If all 16 synibols match in all patterns, we dleclare the input. object tu be a D t2. If' ihi> I'ih It Iwt

-,uicCessfiil. we assign synmbol A to all zero-valuied outputs and 13 to all one-valued oliltputs and ;tjlte
F. aiti matrhing algor Ithin. The use of thle expected output anid its cornIiiiiieiit Is ntccessary InI thet ofoteal

%.r 1-vralization of tis step. TI'ue complement, rule and the trite rule are thus tested togtheur to) :wutliet1
ut at cliig 2,6]. We dlescri be this processor for a symbolic two-state macuinei. ( bviotis extcw otil t:11 u \

siboi nptl nFgrit use of multi-levels or several elenterits per Otplut bit. St andard rules art uisetd for t1 lcetoice of' thlit

4.2 HIERARCHICAL RULES AND EXPERT SYSTEMS
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If rulle 1 tests fail, rule two is invoked. This rule does not look at approximiiately 6 of thle 16 x 3
out put svyimbols fromn tile :3 filter sets. Failing rule 2, rule thlree (whliichi omits approximately 7 of lhe 418

Out put sv nil ols) is used, then rule 4 (-which omits 13 Output symbols), and finally rule 5 ( which omlits % *

over 20 out put ,y inbols). Eaich rule has true and complement p~arts with different values for A and B3

sV tiibolS Used. The sulpervisig e~pert determines the number of rules to be used and thme confidence of

each. This choice call be guide d by the confidence or probability of each rule as we now% detail.

4.3 INCREASED KNOWLEDGE AND CONFIDENCE LEVELS

We ilffitic rule 2 and subsequent rules by testing thle rule I systemi (just as a personl lealriis). Whien

1,l11 1 was alpplied to tilie outlilts from all 36 tanik images, w~e foundi the numiber of err-ors obtaied aind

*whichi sectors or Out put symbols were generally inl error. These aire the( digits removed in rule 2 (diffe-rent

sml110 Ol utput digits, a11e remioved fromi the Out puts of' the :3 dlifferenit filter sets). For taiik aind A\lC

if' rulle I is passI., tie( conifidence of u lie ouitpuit, decisioni is 1.0. For taiik (Al'(*) inipuits to1 rule 2,

tit" il.I is Oi(W-.0). lIIifferetit conifidenices are expected f'or the AIC data, s-inlce thei symbiols

om11it t ttl C I closmII frommII t:ik d:it :i inpu tt s oil y. Ili pract ice. the experts should stalte tie( colifihdice of

1mi1' al utiljye tlii. willi tile alovc lprolhililities to detcimine the coiifiliwie Ili the cl:iss, i-stimuate *1

111:111i~il th cuomif(lewmic of .ati-lvimug tle rule.

4.4 SYMBOLIC SUTBSTITUTION J

The utse of sx mubols A. ;md 13I allows the same logic system, algorit ini to be used for conmparisons.le
We uise thle informatioin ii onie out put vector (tilie elements in error) to rectify errors in other output

vectors. This synibolir-siubstitult ion ruile module reverses the symbols for those elements expected to be in

error and then ,liecks for a Tmatcli. Ouir rule-based recognition system allows us to ident ify eletnetits that

miay be iin erro r.

* 4.5 ASSOCIATIVENMEMORY PROCESSOR

If' ho rulles perlormill well with high confidetice (see Sectioni 5). thlen Ilie, input dat a is fed to an %

:is-iat v illlirV. 5 f1] ilmet'11s Of thle input vector are correctedl lv this ptocessor, aiid the( tiew

f111Ti ed to tilie s'llliolir processor. This has beenl successfully (eletnst rat d as our dhata in Sect ion 5%

5. TEST RESULTS

The rs tof' tests oi 10 inimages iii 2 classes,. at different aspect views for thme case whenl two sectors * .-

of v:1,1 hi i ni a wire dead (zero Out put.,s) were fed to a five-rule s inibole purocessor desc ri bed ahbove . The ~
rklass est mates, the rule sat isfied and thle Conlf dilce of the rule sat isfied are givenm iii Table 2. For the lowv

('(itifiilue Outpuit (test .1), tIme' class estlitiate was; wrong. For t his, we used ai as sociaitive niletnory

fol loweid Iv thle s\ mnbolic processor as' described ill Sectioni 1.5. This hierarchical systeni gave thle final

rorrmc t object recognlit ion alnd Classificat ion 'fable 2 shows the data results obt aitued1.

'Ilwse nlitia) ilt :1' muost at tractive. The sN;tetti discribed ituluili, niativ faicets iof adolwiel Al:

ei-i~.t ii.a rul-:is-l -x-t i.ue of probaihilist ic processo~r itiforiwit ion, stlholic patterti reiognlitin

:1il svilluoliu siil,4t it tit loil as will Is classificltioti techntiqjues, ill, an ai. siluiatv ihiiiiirx. ilitut itil a

cdu las'vs, th ii-f. of Joimit ;t-olabilitics, atteition to tiile ii rIulhliljt -tt .. h tih iivuus 'li.ilurctttiorst'tiutcill:seeiiigaclllllti cltfotisv-sinh%

-In I~l . umid roill cifili-iiC1 vistis uurifidhtice oif S:itlisfN-itig I It( ill
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TABLE 2: Initial Test Results
TvSTr ROTATION ACTUAL, DETERINEI R IT E CONVIDI;NC %.
NUMIBER (DEGREES) CLASS CLASS NUMBE-IR%

1 0 ank ank 0.8

2 20 tank tank 2 0.86
3 20 tank tank 2 0.86i

*1 90 tank AIPC .1 0.62
5 110 tank tank 3 0.76

60 ABC ABC 3 0.770

720 Al1C ABC' 0.77
*50 ABC A.1) C 2 WS4)

9 W0 ABC ABC 13 0.77
1110 A\1)C ABC 3' 0.779 "U
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REAL-TIME ACOUSTO-OPTIC SPOT-LIGHT MODE SAR PROCESSOR

Michael Haney
The BDM Corporation 0

7915 Jones Branch Drive
McLean, Virginia, 22102

Demetri Psaltis _e
California Institute of Technology

Department of Electrical Engineering S
Pasadena, California, 91125

INTRODUCTION
High-resolution imaging with the Synthetic Aperture

Radar (SAR) technique is widely recognized as the most
successful application of optical information processing to
date. Optical signal processing (OSP) techniques have been
applied to the collection and processing of SAR data since
the introduction of the technique over thirty years ago. . .
Despite this success the use of optical techniques for real-
time SAR applications has generally been precluded by the
need for chemical processing of the film on which the radar
data are recorded. Consequently, and in concert with the
dramatic successes in integrated circuit technology, most
existing real-time SAR processors are based on electronic
signal processing techniques. Recent advances in optical
transducer technology, however, have given rise to renewed
interest in real-time optical SAR. Specifically, a time-
and-space integrating (TSI) architecture has been developed
that uses acousto-optic (AO) Bragg cells and charge-coupled
device (CCD) detector arrays to generate SAR images at real-
time rates [1]. This architecture compares favorably with
the all-electronic approaches in the areas of speed, size,
power consumption, and EMI/EMP immunity. Recent
developments in the TSI architecture have incorporated
electronic programmability and flexibility to expand the
realm of practical application of the approach [2,3].

In the development of the TSI architecture the emphasis
thusfar has been on its application to strip-map mode SAR,
in which an arbitrarilly long swath of the ground is imaged
in a scrolled manner by generating a rastered sequence of
lines in the image as the radar flys by the target area. In
this paper the application of the TSI architecture is
extended to spot-light mode SAR, in which data are collected
only from a specific section of the target scene and the
resulting image is generated in a framed mode.

SAR DATA COLLECTION GEOMETRIES
The typical SAR data collection geometry is depicted in

Figure 1. The radar platform moves parallel to the ground
at a constant velocity. The radar beam illuminates a
portion of the target scene to one side of the flight path.
A periodic pulse train is transmitted and the radar echoes
associated with the pulse train are received by the radar at 1%,-
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~ASPECT

SIDE LOOKINGWARD
ASPECT-

Figure 1. SAR Data Collection Geometry

different locations on the trajectory (along a "synthesized"
aperture). The received signals are stored and processed,
using correlation techniques, to generate an image. The
coordinate axes of this image are the range and azimuth
positions of the point scatterers referenced to the radar's .
location at a particular point in time.

In strip-map SAR the antenna is fixed to the body of
the platform such that a long swath of the target scene is
scanned as the platform moves. In spot-light mode SAR the
antenna is steered to maintain illumination on a specific
region. Higher theoretical azimuth is therefore achievable .
because the integration time is not determined by the size
of antenna footprint, as in strip-map SAR. However the
longer integration times of spot-light mode SAR cause the .

effects of range migration to be more pronounced, thereby
imposing more requirements on the real-time processor.

In Figure 1 a further characterization is made
regarding the radar/target aspect. In the side-looking
aspect the signal processing requirements are simpler ""'
because the scene being imaged is located directly abeam of
the radar causing the average range to the target to be
approximately zero during the data collection period. In
the forward looking aspect, however, the range decreases ]
monotonically during the data collection. The signal
processor must compensate for this range walk effect to
produce sharp images.

SPOT-LIGHT MODE ARCHITECTURE DESCRIPTION
The reader is referred to previous publications [1-3] ]

for a detailed description of the real-time TSI SAR
architecture. The operation of the processor is summarized
here to illustrate the new features that apply to a spot- "4%]
light mode implementation. With reasonable approximations
the SAR signal processing problem is: linear, shift-
invariant except that the azimuth integration variable is 0
scaled by the range, and separable in the two variables of
integration. Furthermore the two dimensional (2-D)
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CCD.
ACOUSTO-OPTIC CCD
DEVICES

PULSED ,X 0
LASER x2yI
DIODE '$x"rnr2 Y,2i

0 RADAR
SIGNAL REFERENCE

SIGNAL . .
TOP VIEW

SIDE VIEW

Figure 2. Programmable Real-time SAR Processor

unfocused data in SAR is received in a one dimensional (l-D) -,
format. These features permit the 2-D processing problem to
be decomposed into a cascade of two 1-D integrations that
can be implemented in real-time with 1-D optical transducers .%.

as shown in the schematic diagram of the programmable - -
acousto-optic TSI architecture in Figure 2. The principal
elements are a laser diode, two orthogonally oriented AO
cells, and a CCD detector array. The top view of the
processor depicts the range compression operation for one
return pulse from a single scatterer. The radar return
signal is summed to a sinusoidal reference and applied to %
the first AO cell. The laser diode, pulsed in synchronism
with the radar, illuminates the first AO cell and freezes -.
the moving diffraction patterns to perform range focusing by
a spatial integration of light (as indicated by the focusing
rays at the output plane). The reference signal diffracts a
collimated beam that mixes interferometrically with the 0
range focused beam at the output plane to detect its phase.
The resulting intensity is modulated by the real part of the
phase function of the radar return. All of the light rays
diffracted by the first AO cell are directed by lenses to
pass through the second AO cell as well. Azimuth
compression is performed with a temporal integration of •
light over the sequence of radar returns. This is
accomplished by correlating the detected phase function with
the known phase history for the given gemometry. This known
phase history is stored in electronic memory and loaded into
the processor via the second AO cell. The azimuth focusing
is performed by incrementally shifting the azimuth reference
function in the AO cell to perform the shift and sum
operation of a correlation. If the stored phase function

-ft%,...
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matches the received phase function then the output is an
autocorrelation with a peak corresponding to the azimuth "..
location of the scatterer. The resulting charge pattern
that builds up on the CCD thus corresponds to the range and 0
azimuth focused image of the point scatterer.

In the spotlight mode implementation the TSI processor
must simultaneously compensate for range migration,
range/azimuth coupling, and dynamic changes in the data
collection geometry. The electronic programmability of the
architecture makes this possible. Range walk is compensated S
by electronically adjusting the timing of the laser pulse to
keep the range focused data within the same range bin
throughout the integration period. The gross doppler shift
due to range walk is also compensated electronically with
the aid of a programmable frequency synthesizer that can
generate the appropriate compensating frequency to mix with
the radar return. To compensate for range/azimuth coupling
a cylindrical lens can be tilted [2] as shown in Figure 2.
However this can also be accomplished by modulating the
reference function in the first AO cell by a suitable phase -.

function that is derived from the parameters of the
radar/target geometry. This programmable solution to
range/azimuth coupling gives the processor the flexibilty to
adjust for changes in geometry without having to change the
tilt of a lens, which may be impractical. When long "0
integration periods are used to achieve high azimuth
resolution, range curvature ( which is a component of range
migration that is approximately quadratic in time) becomes
significant and must be dealt with. The TSI architecture
offers a unique approach to range curvature correction in .V-
which the output CCD array is rotated about the optical axis
during the integration period, through a small angle, at a
constant rate. The rotation rate is determined by the
parameters of the radar/target geometry and the optics of 0
the processor. An interesting feature of this technique is
that if the optical magnfications in the range and azi.muth
directions are such that the range-to-azimuth scale factor
on the CCD array is 1:1 then the rotation of the CCD during
the intetgration period simultaneously corrects for
range/azimuth coupling and range curvature, and no
electronic compensation for range/azimuth coupling is
necessary. Furthermore, the rotation rate of the CCD equals
the rotation rate of the radar antenna in the spot-light
mode. This feature reveals the strength of the match
between the real-time SAR processing problem and the TSI
architecture. The real-time TSI spot-light mode imager is
an excellent example of a hybrid optical/electronic signal '
processor that effectively combines the best features of
both worlds. "h%.

REFERENCES
[1] Psaltis and Wagner, O;t. Eng., Vol. 21, No. 5, p. 822.
[2] Psaltis, Haney, & Wagner, NASA OIP Conf., 1983,p. 199.
[3] Haney and Psaltis, SPIE, Vol. 545, April 1985. .

162

0 0>,.

%:



TuB5-1

Processing of Synthetic Aperture Radar Data
Using the PRIMO Optical Outer-Product Processor

Y. Owechko, J. Grinberg, E. Marom, B.H. Soffer
Hughes Research Laboratories 6
Malibu, California 90265

The processing of SAR data is one of the great success N .-W
stories of optical data processing. It is a problem which
readily lends itself to the parallelism of optics. Optical 0
solutions have, however, lacked two desireable characteristics:
small size and real-time operation. Recently, novel optical
architectures which overcome these drawbacks have been developed
by Psaltis and Tanguay. (Some of which are reviewed in (1).) In
this paper, we describe a new compact lensless real-time optical
processor of SAR data which is unique in that it utilizes 0
incoherent light and readily available components and materials.

The form of the received SAR return from a point target
after demodulation, assuming a linearly chirped radar pulse and
no range curvature, is given by the expression (1): .t t'

E (t' , nT) =A (t'-2 r /c) cos [(a/2) (t'-2r /c) 2 + 27 (VnT-x ) 2/X r]

where T Is the pulse repetition period, X is the radar
wavelength, x, is the azimuth of the target, r1 is the slant %

range of the target, a is the radar chirp rate, V is the velocity
of the SAR platform, c is the speed of light, and n is an
integer. The radar emits a pulse with fixed phase every T
seconds. The inter-pulse delay time, t' is measured with respect
to the time of origin, nT, of the n-th pulse. The total elapsed
time is given by t=nT+t'. A plot of E(t',nT) as a two-
dimensional function of t' and nT (which is the natural format
for unprocessed SAR data) shows that the SAR radar return from a 0
point target is in general chirped in both azimuth and range, '
resulting in a deformed Fresnel zone plate distribution. If one
neglects the effects of Doppler offset due to theEarth's
rotation or motion of targets on the ground, range walk, and :
range curvature (the nature of these effects and methods for
compensating them will be discussed below),then the return will •
be a simple elliptical zone plate. This approximation is
normally a good one for SAR's in aircraft.

It is clear from the above equation that the azimuth
correlation required to reconstruct the point target is range-
dependent, necessitating a space-variant correlation operation.
The PRIMO optical processor can implement this space-variant
correlation by utilizing a combination of time- and space-
integrating architectures. (The acronym PRIMO stands for

'-%

% %
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Programmable Real-time Incoherent Matrix-multiplier for Optical
processing (2)). The architecture of the PRIMO SAR processor is %

shown in Fig. 1. The return data E(t) modulates the intensity of
an LED which illuminates the processor. The processor consists 0
of two crossed one-dimensional edge-addressed electrooptic

* modulators, each consisting of linear stripe electrodes on a slab 4

of electrooptic material. Polarizers are situated between the
layers so that the intensity transmittance of the processor is

given by the outer product of the addressing voltages. The
transmitted light is incident on a two-dimensional CCD detector
which is capable of both in-place and shift-and-add integration ? 7

of the incident light.

a Referring to Fig. 1, the range correlation is performed in
time by applying range correlation functions with successive -,

delays to successive electrodes in the top modulator and using
in-place integration on the CCD detector. The range correlation

• peaks are then separated spatial ly along the range dimension of
the CCD detector. The range-variant azimuth correlation is
performed spatial ly by applying the azimuth correlation functions
to the bottom modulator and shifting the data in the CCD detector
to the right by one data cell every pulse repetition period, T.
In the azimuth processing, the space variable is used for
correlation and the time variable is used to incorporate the
dependence of the azimuth processing on the range of the target.
The output of the processor is in a convenient scrolling format,
amenable to real-timc processing. 

The correlation function implemented by PRIMO is formed by
crossing two one-dimensional modulators, forming an outer-product
matrix. Thus, the PRIMO correlation function (or matched filter
in terms of Fourier analysis) is separable. The signal-to-noise

4." ratio (SNR) of the correlation between a separable zone plate and
an elliptical zone plate is, however, only slightly less than for 0
the correlation between two elliptical zone plates. The fact
that the PRIMO SAR processor is based on outer product
multiplication, therefore, only slightly degrades the SNR. This
degradation in the SNR due to the separable nature of the PRIMO
f iter function can, however, be completely eliminated by using
two PRIMO processors in tandem, as shown in Fig. 2. By
maintaining a 90' phase shift between the two processors, it can
be shown that a nonseparable, ranae-variant SAR correlation
function can be implemented.

As discussed in (1), the effects of Doppler offset, range
walk, and range curvature become important for spaceborne SAR
such as in sate llites or the Space Shuttle and need to be

- compensated. Compensation techniques suggested by Psaltis and
. discussed in (1) can also be used here. Doppler offset is due to

relative motion between the point target and the radar due to the

% 164

.....................................................

* -a-. *.% " % . " ' '. ,.% . ' ".- % " .. - . .. .% .. .% % . ,% " - . % % "



TuB5-3 0

Earth's rotation or nonstationary point targets. This effect can
be simply compensated in PRIMO by adjusting the azimuth
correlation function and making it asymmetric. Range curvature

is caused by the non-negligible change in range of the point
target as it passes through the radar beam. This effect can be
compensated by physical ly rotating the range correlation
electrooptic modulator layer relative to the azimuth and detector

layers. Range walk is the difference in range of a point target
when it leaves the radar beam relative to when it enters the

beam. It can be compensated by rotating the detector relative to

the range and azimuth electrooptic layers.

A bias-based method for multiplication of bipolar numbers is

shown in Fia. 3. By segregating each data cell into positive and
negative parts and utilizing the data sequencing shown, it can be

shown that the output of the differential amplifier is a bipolar

voltage representing the product of two bipolar numbers.
Furthermore, the output is devoid of bias levels to the extent
that the bias levels do not differ between adjacent cells. Most
importantly, however, the output is linear for voltages much less

than the electrooptic half-wave voltage. In other words, this

method also eliminates the quadratic nonlinearity between the

voltages applied to the modulators and the detector output.

1. C. Elachi, T. Bicknell, R.L. Jordan, and C. Wu, Proc. IEEE,
Vol. 70, No. 10, Oct. 1982.

2. B. H. Soffer, Y. Owechko, E. Marom, and J. Grinberg, Appl. Opt., Vol. 25,
p. 2295, July 15, 1986. V
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Two-Dimensional Arrays of Semiconductor

Optical Gates for Optical Computing 0

Hyatt M. Gibbs, Optical Sciences Center, University of Arizona

Tucson, AZ 85721 0

(602) 621-2941

0

.he emphasis here is to assess the potential role of nonlinear thin-film etalons in

,optical computing. Nonlinear optics can contribute decisions to optical signal processing v,.

and computing.' The optical nonlinearity makes the device's transmission intensity

dependent, so one can obtain the thresholding needed for logic decision making. Nonlinear

decision-making devices can be constructed as waveguides in which the light is guided in

the plane of the nonlinear thin film or as etalons in which the light is imaged from one 0

nonlinear thin film to the next in such a way that its intensity is highest as it interacts

k ilh each film. Guided-wave devices are most likely to find application where data are ..,

handled in a pipeline manner, for example, in optical-fiber communication and 0

interconnect systems, data encryption, etc. However, waveguides are much like wires

escept for their higher bandwidth. Etalons permit massive parallelism and global -

interconnectivity, i.e., one can perform many operations simultaneously and interconnect in

the next plane two or more pixels far apart in the present plane. Consequently \e-

anticipate the use of guided-wave devices in the near term and increased introduction of'

etalons in the long term.

ZnS interference filters are relatively simple and inexpensive to grow with reasonable

a uniformity. An optical nonlinearity arises from the shift of the band edge with heating, so

it is only weakly resonant. Operatin is good at 514.5 nm, which permits the use of

many-watt Ar lasers to produce multiple beams. Visible light is also very convenient for a
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learning to work with many beams in parallel and is more impressive for demonstrations.

There are also undesirable features of ZnS filters. The thermal response (0.01 to I ms) is

much slower than that of GaAs. but the power per pixel (2 10 mW) is about the same. 'r

Research is being continued to improve uniformity and long-term stability and to reduce e

the power required per pixel.

GaAs etalons are more likely candidates for commercial implementation. Shift of the

etalon peak in a few picoseconds has been demonstrated and interpreted as an ultra-fast

NOR gate.2 This time should also be that for bistability switch on. Recovery of the gate

requires removal of the carriers produced by the logic operation. This recovery takes

more than 10 ns in the usual GaAs and multiple-quantum-well etalons. Recently recovery

as short as 30 ps has been achieved using a thin GaAs etalon with no AlGaAs outside

layers, normally used to stop etching of the GaAs substrate as well as to stop surface

recombination. '  Two AND-gate operations were performed, separated by only 70 ps..

Thermal considerations may he greater limitations than the recovery time. When many
gates operate in parallel, a specific array of gates may not need to be revisited but once .0P.

each nanosecond or more, allowing cooling. In addition to high speed, GaAs boasts

compatibility with electronics: diode lasers can he used as light sources, silicon detectors

can be used at the peak of their sensitivity, and electronic circuitry can be constructed

using GaAs. The latter is more of an advantage for waveguide integrated systems than .. .-.

for etalon systems.

Without concern for architectural and interconnection problems, one can imagine , .

operating 10' spots or pixels on a 5 cm x 5 cm bistable ZnS filter. Assuming 10 mW per
% ,

pixel and 25% absorption, the heat load would be 100 W/cm2 which is challenge enough to

remove. One could operate at a 10-kHz rate, resulting in 101 bit operaLJns per second.

Of course, 10-kW of laser power would be required.

More promising for implementation are GaAs NOR-gate arrays. Assume 10' pixels on

1 cm' requiring 10 pJ per bit operation and operating once every nanosecond. This
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~~requires 100 W of laser power and results in 100 W/cm' heat load. It yields 10"s bit .;"

operations per second, 10 to 100 times faster than a CRAY. Of course. much work is

. required to convert the array's capability for many operations in parallel into a 'i

programmed or programmable system able to make useful computations, to recognize

Uo P

paten*tr olernD

pulse output from one pixel of one etalon is redirected and possibly divided by a :.

holographic lens and is absorbed in the next etalon. Each etalon has input pulses which

are gated through or not according to the results of the logic operations. Those inpUt

pulses may be gated on or off by a spatial light modulator on their way into the system,_,,

providing input communication In spite of the ring appearance of the schematic, it is not

p an interferometer a given pulse never circulates around the ring. Om

prgmIt has been shown that digital computations can be performed by reorganizing simple

patterns and replacing them with other simple patterns. A very simple, but complete.S

.[ ~symbolic substitution has been achieved using ZnS interference filters operated with a,..,

-, . fanout of about 4. The desired pattern is the simultaneous occurrence , bright spots in . .

the lower lefthand and upper righthand corners of an arbitrary 2 x 2 array. When that

... '

., ~pattern occurs, the symbol-scription part generates an output pattern consisting of a bright .- ,

., . ~top row and a dark bottom row. This is accomplished by an AND-gate operation of the .- ,

oUtput of the recognition stage with the strong holding beams. If the desired pattern is na

present, the output is completely dark. The addition of two one-bit numbers is underway

,'. lhee experiments illustrate pattern recognition, cascading, and pattern generation. Th e - .'

" reqire considerable expansion of single-beam tec'hniques: beam division, multiple-beam

S..4

holographuicn n and aisg aborbiedanr hnx etalon.mt ach etaloy has. inutpuse wic

,ar e gdtroeughy orknowacdg tuporth fresltm the Ogic ortOns ThoseA-' _ ipte

pidcal Circuitry Coperative. InF se SDIO. t

4%%

patrsdn epaigthmwthohr-ipepatrs. er ipebtcopee
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e,

DATA AND SPATIAL UGHT %
LASER POWER MODULATOR (SEED)

:,.-p,.,

P %

"%

NONLINEAR N

L£NSES '"

Figure I. Greatly simplified sketch of "all-optical" . .,
computer. The quotes around "all-optical" emphasize %
the extensive use of electronics in input lasers and
spatial light modulators, output detectors, and associated P
computers.
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Restoring Optical Logic: The Demonstration of Extensible All-Optical

Digital Systems 0

S.D. Smith, F.A.P. Tooley, A.C. Walker, N. Craft and B.S. Wherrett .

Dept. of Physics, Herlot-Watt University, Edinburgh EH14 4AS, U.K.

We have recently shown that by the use of a "lock and clock"

architecture and an off-axis configuration of the power and signal beams

indefinitely extensible optical logic is possible.

The demonstration optical circuits which have been constructed use

optical logic gates based on nonlinear interference filters (NLIF). These "'

NLIF operate over a range of wavelengths extending throughout the visible

to the NIR. This large range is due to the origin of the nonlinearity

which is a thermally-induced change in refractive index. Normally,

operation at a wavelength corresponding to the most powerful Argon ion

laser line, 514.5 nm is convenient. Successful operation of a number of

circuits has been achieved. Figure la shows one of the first circuits

which was designed to demonstrate the basic principle of restoring logic.

Figure lb shows the successful operation of this circuit. The details of '-'.
* . -.

operation will be outlined in this presentation. The operation of an

optical classical finite state machine has also been demonstrated by N

expanding the number of information channels in the circuit shown in figure .e

O la. The circuit shown in figure 2 is a schematic representation of a

circuit constructed which contained three information channels. Six beams

are incident on each optical gate array, a set of three direct from the '.
, I.'A %

4 laser and overlapping these, on the array only, a set of three beams which

are the reflected output from the previous gate array. Details of

operation of this and similar parallel circuits will be presented.
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(a) (a)

((b)

*%.

(C)
(C)

Figure 1(b) Left: Input to the three optical gates of figure l(a). 0
Right: Transmitted outputs from the three optical gates.
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Figure 2. Schemat Ic representat 1un of c irCuIi t const ructLed to S imil Iat' w)

optical classical finite state machine.
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A Highly Cascadable Optically Bistable Device for Large Fan-out

Optical Computing Applications

N.C. Craft and S.D. Smith 0

,,
Dept. of Physics, Heriot-Watt University, Edinburgh EH14 4AS, U.K.

Introduction

Smith et al have shown (1) that in order to ensure that the change in

output from one bistable device is sufficient to switch the succeeding one,

J.4
the technique know as 'hold and switch' is desirable. This involves

holding a device as close as possible to its switch point with one laser

beam, and using the change in output from a previous similar device to

induce switching, thus providing fully restoring logic. Due to the fact "-.

that the holding power cannot be made arbitrarily close to the switching

power, and that a substantial "over switch" is required to avoid the

effects of critical slowing down, there exists a fundamental limit upon the

cascadability and fan out potential of conventional bistable devices. This 0

is because their change in output power can only be less than or equal to e

their switching power. A better device would be one in which the change in

output power could be significantly larger than the switching power. The

twin cavity device (TCD) described here will be shown to possess this

quality.

Principle of Operation 0

The TCD consists of two thermally nonlinear bistable etalons, seprated

by a thin, heat conducting, optically opaque layer as shown in figure 1.

The devices currently under investigation employ zinc selenide and zinc

sulphide interference filters (2) separated by a metallic layer,

constructed by thermal evaporation.

By selecting particular values for parameters such as thickness,-.

absorption coefficient and detuning, the two bistable etalons are made to 4- -
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have significantly different switching powers (3). Both etalons are

illuminated with separate holding beams so that each is held just below its .V

switching point. The lower power cavity is used as the input side of the %

device: because this has a low holding power, it can be caused to switch

on by a small "signal", or change in input intensity. The temperature rise

in the input cavity due to its switching onto resonance is transferred via

the conducting layer to the high power cavity. The associated change in .-

detuning causes this output cavity to move onto resonance, thus causing a

reduction in the power reflected from the output side of the device. Now

because the power in the holding beam of the output cavity is much greater

than the total power incident on the input side needed to induce switching,

it is possible for the change in output power as the device switches to be

significantly greater than the switching power of the device. The limited

cascadability of conventional, single cavity bistable etalons is thus

avoided.

Figure 2 shows a typical theoretical TCD characteristic obtained from ... .

a one dimensional computer model, further theoretical work to optimise TCD

characteristics is underway, and prototype devices have been constructed V"'.

and used to demonstrate high changes in output power.

, Conclusions :-

0
It has been shown experimentally and computationally that the

limitations of conventional bistable devices for optical circuitry

applications can be avoided by the use of two beam, twin cavity devices.

It should be possible to use these devices to demonstrate large fan out and

rapid switching of cascaded devices. "S.
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POLARIZATION-BASED OPTICAL PARALLEL LOGIC GATES USING
FERROELECTRIC LIQUID CRYSTAL SPATIAL LIGHT MODULATORS

K. M. Johnson, M. Ilandschy, W. T. Cathey, N. Clark, D. Walba S

Center for Optoelectronic Computing Systems
University of Colorado

Boulder, Colorado 80309-0425

Introduction 0
Optical computing systems offer an increased information processing rate by facilitating %

parallel computing architectures. Previous experience with electronic computers indicates
that desired accuracy can be achieved only with digital computation. Since the simplest digi-,r
tal arithmetic is binary, most recent work on optical computing is focused on the construction
of binary optical logic gates. Many practical implementations of such logic gates have been
suggested; a recent review is given by Sawchuck and Strand [1]. Most previous schemes
operate on light intensity, much in the way that electronic systems operate on voltage or
current. Another natural optical scheme represents the two binary states with two orthogonal
polarizations of light. The optical element necessary to implement this scheme is a device
with two rtates, one of which passes light of a chosen polarization unchanged, and the other
of which converts light of the chosen polarization to its orthogonal complement. Tsvetkov et
al. [1] have described a practical implementation of this logic using the now common twisted %
nematic (TN) liquid crystal device, which has two voltage-selected states, one of which rotates
the polarization direction of appropriately oriented linearly polarized light by 900 and the
other of which has no rotary power. Another implementation would use any of the variable
retardation effects such as the Pockels effect. One state of the device would be chosen to have
zero retardation, and the other to have half-wave retardation. In addition to either passing 0
unchanged or imparting 900 rotation to linearly polarized light, this scheme could also work
by either passing unchanged or reversing the handedness of circularly polarized light. An
advantage pointed out by Lohmann [31 that any implementation of polarization-based logic "%.e%.

has over logics based on intensity is that no light is lost in the logical operation of inversion. ,
In intensity-based logics, it is difficult to invert an already dark input, since light has to be
"recreated"; polarization-based elements, as described above, can convert the light represent-
ing either logical state to the other, making easy the realization or any desired Boolean func-
tion.

We describe below a third implementation, in which the optical element is a ferroelectric
liquid crystal device that functions as a half-wave plate whose axis can be electrically toggled
between two orientations that make a 450 angle to each other. These elements have
extremely useful operating characteristics for optical parallel processing, including fast
response time (submicrosecond), low-power, low-voltage switching (tens of Volts), and bista-
bility [4]. FLC elements have already been used in an intensity-based logic scheme, where
their high contrast (up to 1500) has been exploited to advantage [5]. The poiarization-based
gate can perform all 16 Boolean logic functions possible with two binary inputs, without the
need to manually remove or change any of the optical elements. In particular, we show espe- '
cially simple implementations of the XOR and XNOR logical operations.
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FLC Electrooptics

Ferroelectric liquid crystals possess properties especially attractive for optical logic
applications when used in the so-called surface-stabilized geometry, which has been described
extensively elsewhere [6, 7, 8]. Briefly, the FLC is disposed between two closely spaced glass
plates, coated on their inner surfaces with a transparent electrical conductor. The FI.'
material itself is optically uniaxial (we ignore a weak biaxiality), with the uniaxis coupled to
tle ferroelectric polarization P so that when P is erpendicular to the glass plates, the
uniaxis is parallel to them. Two such orientations of are easily selected by voltages applied %
across the transparent electrodes; P prefers to be parallel to the resulting electric ffield I>

The optic axis states selected by applied voltages of opposite sign, while both parallel to the
plates, (lifter in orientation by an angle 2t40, where the "tilt angle " 40 is a material property
determined by the thermodynamic characteristics of the FLC. Many l, materials have -close to 22 over large temperature ranges, allowing the optic axis to be electrically rotated,

through approximately -15°. If the thickness d of the FIC layer is chosen so that An = X/2,
where An is the FLC's birefringence and X is the vacuum wavelength of the incident light, the -
P.LC becomes a hair-wave plate. If the polarization of normally incident light is chosen eit her ,-
parallel or perpendicular to one of the voltage-selected optic axis states, it will be transmitted
through the FLC unaffected. The optic axis state selected by the opposite applied voltage iV
then .15* to either incident polarization, so that both the ordinary and extraordinary iiiodes
will be excited. For correct FLC elements thickness d at total phase shift, of rr will accuniti-
late between these two modes, and the incident light's polarization will be rotated by 90'. .

Beside the previously mentioned switching speed, the surface-stabilized FIC geometry
offers another feature useful in optical logic systems: bistability. After either applied voltage
brings the optic axis to one of its preferred orientations, that voltage may be removed without
tle optic axis returning to its previous state. This allows a two-dimensional array of lI.' ele-
iients to be matrix addressed. For instance, if the conductors are divided on one plate into S

colunin electrodes and on the other plate into row electrodes, appropriate waveform|s applied ./._

to the rows and columns would allow a selected element where a given pair of row and colun,.'
electrodes overlap to be changed without disturbing any of the other elements in the array. A-
practical scheme for accomplishing this has been demonstrated by Wahl et al. [91, who
achieved 1000:1 multiplexing. Thus, a large number of FIC elements (1000 x 1000 = lO') can
be simply fabricated on a single substrate, and driven with an economical nurnber of electricalI
connect ions.

Ferroelectric Liquid Crystal Logic Gate

The XOR (AB' + A*B) and XNOR (AB + A'B') Boolean functions are tile most difficult
to imnplement optically u;;ing bright ani dark logic. This is because light is irretrievably lost
when creating not A (A') and not B (B'). Logic gates using bright and true logic, therefore,
require four separate inputs; A, B, A', and 11'.

With polarization logic, these functicns are easily implemented using two Fl(' arrays, an
optical controller, and an analyzer as shown in Fig. I. In this gate light is not absorbel, and
does not require regeneration.

For the XOR operation, the controller is in a non-switched state, and vertical light
illuminates FIC array A. This array is a programmable matrix made up on transparent pixelI
elements which either rotate or do not rotate incident lig!t. (switched or not switched pixels).
When verticaliy polarized laser light illuminates the switched pixels, the light is rotated to
tle horizontal polarized state. When the incident laser light illuminates non-switched pixels,
no rotation occurs and vertical light is transmitted. A pattern made up of horizontal and
vertical polarized light illuminates 'LC array B. If either vertical or horizontal light
illuiminates a switched pixel in IC B, thlie polarization is rotated by 900; verticad rotat e, to
horizontal and horizontal rotates to vertical. If light is incident on a non-switched pixel, tli
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transmitted light retains its polarization. The truth table in Fig. 2 summarizes the logical
function. An analyzer at the output provides visual inspection of the XOR function. ,'>

To realize the XNOR, the FLC optical controller is switched which rotates the incident , .
vertical laser light to horizontal light. The truth table for the XNOR function is also shown ",

in Fig. 2.

Conclusions

We describe a new optical parallel logic gate implemented with spatial light modulators
made of arrays of ferroelectric liquid crystals (FLC) electrooptic elements. The unique optical
properties or the FLC elements make particularly simple a logic where two orthogonal polari-
zations of transmitted light represent the two binary states. A feature of this logic is that
light need neveor be absorbed, allowing all 16 Boolean functions of two binary inputs to be
implemented in a single gate; additionally, cascaded gates are equally feasible. FLC's also
confer the advantages of submicrosecond switching speed and intrinsic two-state memory.

We will also discuss progress in synthesizing new FLC materials with faster switching
speed, improved contrast ratio and temperature stability. Scattering and insertion losses, and
switching energy measurements will be presented. A comparison of the FLC spatial light
modulator with the deformable mrror device, the silicon PZLT, and the magneto-optic spa- "
tial light modulators will be made.

FLC Matrix Arrays
HeNe Laser1 0 m W ~~L I f/- ' f/' ',

10 mW

Output

A B Optical 9"
Controller

Figure 1. FLC XOR and XNOR Optical Logic Gate.
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OPTIMUM CONTROL BEAM ANGLE FOR A BIASED FABRY-PEROT BISTABLE DEVICE

R. Cush, I. Bennion

Plessey Research Caswell Limited S

Allen Clark Research Centre,
Caswell, Towcester, Northants

1. INTRODUCTION

The use of bistable Fabry-Perot devices as multi-port cascadable devices has
been frequently discussed in the literature (i-3). It has been envisaged that
such devices could be addressed by a number of bias and control beams each
approaching the device at a different angle (fig. 1). However, if these
devices are to be cascadable, the same wavelength of light must be used for all
control and bias beams. In this situation the control beam intensities inside
the devices will be determined by the amplification effects of the cavity.
Their behaviour will differ from that of the bias beam as the different
incident angles produce additional phase changes. It has been shown that
these additional phase changes give rise to bistable switching as the incident
angle of the beam is changed (4) and this behaviour is demonstrated
experimentally.

In order to cascade devices and achieve maximum fan-out it is necessary to
minimize the amount of light required for switch-on. By ising the variable
amplification effect of the cavity with incident angle, an optimum angle for POO
addressing the device is identified, together with angles at which the
switch-on energy is greater.

2. BISTABILITY WITH ANGLE

When considering non-normal incidence angles the Airy function describing
cavity behaviour is modified (4, 5):

it = JoK Fi + Fsin 2 (G+ (so-Jt)2-( osin9/no)
2j )]-  (1)

where J0, Jt are the normalized incident and transmitted intensities,:

J = A (1 + Ra)2ELn2I/yL(l - R)(l -A)k K = (1 - R)2(1- A)/(l - Ra) 2

I is the intensity R is the cavity reflectivity
F = 4Ra/(i - Ra) R = (1 - A)R
A I - e- " .
a is the coefficient of linear absorption to = 2noL/"

is the incident angle G = 27tcoso/k ..- "
t is the width of the cavity air gap
L is the length of the nonlinear material .P.
no - n I is the refractive index of the 0

nonlinear material x is the incident wavelength

The nonlinear refractive index occurs in both the cavity path lenitn term and
also in the term determining the angle of the beam inside the cavity via Snells

Law. It gives rise to multivalued solutions to the abovw. quation and hence

bistability for certain values of incident angle

The values of the loss terms K. Rr. etc. will vary with * ., i,)v, t - thi, %
angles considered here the variation is smal I ind h, h..n (-lti d in order

to simplify the calculations.
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3. EXPERIMENTAL VERIFICATION

The system used to verify the above behaviour experimentally comprised a
Fabry-Perot cavity with mirrors of reflectivity R = 0.861 containing a
nonlinear material layer and an air gap. The nonlinear material consisted of
an organic material, 2-xanthylidine indan-1-3-dione combined with a polymer %
matrix of diethylene glycol bis(allyl carbonate), 1OOpm thick, produced by the %
process of solvent assisted indiffusion (6). This material exhibits a thermal
nonlinearity when exposed to light at 514.5nm wavelength. The resulting cavity
had a finesse of 6 (F = 15).

The experimental arrangement is shown in fig. 2. The incident beam was set at
a 2vel of 22Wmm-2 and its angle of incidence varied by lateral translation of %1%
the beam before the focussing lens. The experimental results are shown in fig. I
3.

The values of F, n2 (= 9 x lO-6 Wmm- 2 ), I and L for the experimental S
arrangement were used in equation 1 and %he initial tuning position varied to
match the experiment. The results are shown in fig. 4 and correspond to an air
gap of t = 180m. This figure was confirmed by measurements on the cavity
which gave a value for t of around 170,m. The agreement between the experiment
and theory confirms the model as a description of this cavity arrangement.

S

4. MULTIPLE BEAM ADDRESSED CAVITY

For a cavity addressed by two beams, a bias beam at normal incidence and a 4
control beam incident at an angle 0, two coupled equations exist which describe
cavity behaviour (41:

bias beam. :
Jt1  J K.(1 + Fsin 2 (00  y +G))- 1 (2)

control beam:
it2 = J02 .K.(I + Fsin 2 (G+ ([00 -12 y-osino/no12 ))- (3) '4

where y = + t'
1i 2

In order to create a switch the bias beam must be set at a level within the
bistable loop of the cavity. The initial detuning of the cavity was set and
the corresponding bistable loop with changing incident intensity was calculated
(fig. 5). From this a value of 16 for the normalized bias beam intensity was
chosen.

To determine the optimum angle, the intensity of the control beam required for
switch-on was calculated by first setting an angle and then gradually
increasing the control beam intensity from zero until switching occured. This
was done for a number of angles and the results are shown in fig. 6.

5. OPTIMUM CONTROL BEAM ANGLE

Examining the graph shown in fig. 6 it can be seen that for zero incident angle a
the intensity required for switch on is that expected from fig. 5 for the bias
beam alone. However, as the incident angle of the control beam is increased
the amplification effects of the cavity result in the switching intensity being
lower by up to a factor of four. This would allow four times as many devices
to be switched by a transmitted beam compared to the normal incidence system.

184 N
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However, what is perhaps more significant is the next region where the incident
angle results in a far greater control beam intensity being required for
switching. At an angle of 0.037 radians, a four times greater intensity than %
the normal incidence case is required. The use of these angles is obviously-Z
detrimental to the system and so limits the number of suitable angles which can
be used.

Experiments to measure the variation in switch-on intensity of the system
described in section 3 have been carried out and do indeed show changing ,
switch-on energy with angle. These results will be discussed in detail and

I composed with the theory.

The parameters discussed here correspond to the experimental system described.
This cavity has a much greater separation than many of the other bistable 7;;:
Fabry-Perot devices used as logic gates. However, even much thinner cavities
behave as described here when larger ranges of incidence angle (up to 450) are
considered, angles which may well be used when cascading devices.

6. SUMMARY %r

The changes in the cavity path length which occur with non-normal incidence
%angles give rise to the observation of bistable switching when varying the

incident angle.

This behaviour is also significant when the non-normal incidence beam is used
as a control beam to switch a second beam. At certain angles the amplification
effects of the cavity result in a reduction in the intensity required for

; switching, which is of great importance in order to minimize energy
requirements and maximize device cascading..S
However, for certain incident angles the effect of the cavity is to greatly -.
increase the switching energy required so limiting the angles at which the

d device may be addressed.
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VARIABLE-GAMMA SPATIAL LIGHT MODULATOR
Suzanne Lau and Cardinal Warde

Department of Electrical Engineering and Computer Science
Massachusetts Institute of Technology, Cambridge, MA 02139

INTRODUCTION •

A high-resolution, optically-addressed, variable-gamma spatial light modulator would be
very useful for general-purpose, real-time optical processing. In this paper, we
describe how the standard and Fabry-Perot Microchannel Spatial Light Modulators (MSLM) 1 

-

3 can be modified and operated to achieve a wide range of gamma similar to that for
phototgraphic emulsions (see Fig. 1). Such a variable-gamma device will be applicable
to both linear (low gamma) and nonlinear (high gamma) optical processing. Preliminary
image processing results are presented. %

I D

* SLOPE="

A B

Fig. 1. Gamma characteristic FIN.

GANINIA CHARACTERISTIC

The gamma characteristic is a plot of log I/T vs. log Em, where T is the modulator .- ,_.
readout transmission and Em is the corresponding modulator input exposure. The input %
exposure is the product of the incident intensity Iw  and the exposure time tw. For a
negative gamma characteristic, the readout light remains in the ON state for input
exposures below threshold, Eth, and is OFF for exposures above saturation, Esat. The
gamma y of the device is the slope of the linear region of the curve, and is given by

F=log(Tth/Tsat)/log(Esa/ th) (I%.. '"" . ', ,

The MSLM is capable of both positive and negative variable-gamma characteristics. The
techniques presented for manipulating the gamma of an MSLM include: (1) converting the
standard device to a Fabry-Perot MSLM, (2) operation in the real-time nonlinear hard-
clipped thresholding mode, and (3) stored-image analog thresholding.

MICROCHANNEL SPATIAL LIGHT NIODULATORS I
Standard WSL%--

The standard MSLM is a versatile, real-time image processing device which exhibits high
optical sensitivity and a high framing speed. It consists of a photocathode, a -
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microchannel plate (MCP), a planar acceleration grid and an electro-optic crystal plate
(see Fig. 2). The crystal has a high-resistivity diciectric mirror on the side that %
faces the grid, and a transparent conducting electrode on the other. "* .

In the electron-deposition mode, the write beam (coherent or incoherent light) incident s_. '
on the photocathode creates an electron image which is amplified by the MCP and
proximity focused onto the dielectric mirror. The resulting spatially varying electric
field modulates the refractive index of the crystal. Thus, the readout light which .6,.-
makes a double pass through the crystal is phase or amplitude modulated, depending on
the crystal cut and readout scheme (polarization or interferometric) employed. 9

The image is erased by flooding the photocathode with light so that the electrons arc %
removed from the mirror by secondary electron emission. Alternatively, the device can be %'No,'
operated in the reverse mode, in which the image is written bv removing charge from the
dielectric mirror surface by secondary electron emission and erased by adding charge to
the mirror. •

In the linear operating regions, the incremental surface charge density C(E) deposited
on the crystal is proportional to the exposure Em. For Pockel's effect crystals, thc
induced phase change A-x-, A- in the crystal is proportional to ur(E), and for read
out between crossed polarizers, the transmittance of the crystal is given by

T = lr/Ii = sin 2 (F/2) (2)

where F = Ax-- y is the phase retardation.Yo
ON

WRITE LIGHT]j/ Window

Photocathode A
B

Vmcp Electrode%
1Rp ~ ~ MC P

____ Electrode ."

Dielectric mirror
R Electro-optic plateVt, Z

Transparent electrode -

Window

READ LIGHT C OFF
,,' ,%0' 1 -.--.

PROCESSED LIGHT o-- -.
V(0 V V 0

ig. . Microchanncl Spatial Light Modulator Fig. 3. Readout characteristic of , ,,
Fabrv-Pcrot crystal

lalr -Perot NISLNI

rhc Fabry-Perot version of the MSLM employs a crystal that functions as an electro-
optically tunable, [abrv-Pcrot ctalon when electrons are deposited or removed from itsS fc. ar deoste on bo

sort'ace. To fabricate such a crystal standard dielectric mirrors are deposited on both
surfaces of the crystal. For a Fabry-Pcrot ctalon with surfaces of reflectivity R. it .
is well known that the ratio T. of the total reflected intensity to the incident readout
intensity is given by
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2% %,

T= Ir/I ii c (3)%4I-R) + 4Rsin2

0 %

Fig. 3 is a plot of T vs 0 as given by Eq. (3). Note that the reflected readout trans-
mission of the MSLM approaches zero when 0 takes on integer multiples of 27r radians.

Note that the region A-B-C of the Fabry-Perot characteristic closely approximates the
corresponding part of the desired gamma characteristic of Fig. 1. It is then only
necessary to avoid multiple-valued output, by ensuring that no points in the write
image can be driven past the point C in Fig. 3. This is best accomplished by operating
the device in the real-time hard-clipped thresholding mode. Gammas as high as 10 are
expected from Fabry-Perot MSLNs.3

VARIABLE-GAMMA OPERATION

The intrinsic gamma of the MSLM, defined under linear operating conditions, depends on
the specific characteristics of the modulating element. For an electro-optic crystal,
the parameter which influences the gamma is the halfwave surface charge density a, * 3
In the case of the Fabry-Perot device gamma also depends on the mirror reflectivity, R.
However, this intrinsic device gamma can be varied by altering the operating conditions
as described below.

Real-Time Hard-Clipped Thresholding Mode -

Both the standard and the Fabry-Perot MSLMs can be operated in the hard-clipped --

thresholding mode to vary their gamma. To operate the MSLM with a negative gamma
characteristic, the device is first biased in the ON state with a charge density of U
(point A in Fig. 3 or at a peak of the sin F/2 characteristic of a standard devics.
The grid voltage is set to V1 , corresponding to the OFF state (point C), and then, with
the optical input image incident on the photocathode, the crystal voltage Vb is ramped .
downward from V0  at some preselected rate, Yb, to a terminal voltage which is usually
selected to be the grid voltage. The rate Vb establishes both the threshold exposure
Eth, and the gamma. All exposures below Eth will be barely recorded and remain in the
ON state; those above Esat will saturate at the grid voltage (OFF state); and the
exposures in between will be determined by the gamma.

Preliminary results were obtained using a Hamamatsu vacuum-sealed standard device5

employing electron optics for focussing the image onto the MCP and a 50-pm-thick, 0
oblique-cut lithium niobate crystal. Due to voltage limitations for this particular
device, gamma values were measured in an operating region around the ar/4 point. Vari-
able-gamma and variable-threshold operation was achieved by varying the ramp rate (i.e.,
the write time tw from Vo  to V,). Unlike photographic film, the results demonstrate -
that both the threshold exposure and the gamma depend on the specific values of the
write time tw and the write intensity Iw. We have found that gamma increases and the
threshold decreases when either (1) the write intensity is increased with fixed write
time (fixed ramp rate), or (2) the write time is increased (decreased ramp rate) with
fixed write intensity. The above experiments have yielded gammas ranging from less
than 0.4 to greater than 3.3; these values should be compared with the measured ,.
intrinsic gamma of the device (about 1.4 at ar/4 ) and to nominal values for high-gamma
photographic film, around 2-3.4  Figure 4 shows the results after thresholding a
grayscale image of an NIL.T. student with increasing write times. Higher gammas would
have been achieved for operation in the neighborhood of a,/ 2 .
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(a) (b) (c) (d)

Fig. 4. lIardclipped Thresholding: (a) unthrcsholded electron deposition image: (Hd) -
thresholding with increasing write times

Stored-Image Analog Thresholding Mode

Analog thresholding, performed on stored images, can also lead to an effective incrcase
in gamma. Consider two areas of the crystal A' and A'', with electron dcnsitics (j' and . .' .
C' repcctircl%. within the electron distribution on the surface of' the dielectric 0

mirror. If or is sufficiently greater than ', then, when the photocathode i,
uniformly illuminated, and Vb slowly ramped downward from a preset threshold \oltagc
Vth' primary electrons from the MCP will be repelled from A' but not from A'. tUndc 0..
these conditions A' and all aeas with electron density less than c ' will be erased.
while A'" and all other areas for which a > cr will be unaffected. This operation -

(analog thresholding) corresponds to erasing all parts of an image with exposure lcss 0

than the threshold exposure Eth, and leaving the remainder unaffected. Thus, the -

threshold exposure is determined by Vth. Note that the gamma of the thrcsholded region
is effectively increased. Selective thresholding may be attained by erasing using
spatially nonuniform erase light. Fig. 5 shows the results of analog thresholding a
grayscale bar chart with successively increasing Vth.

(a) (h) (c) (d)
Fig. 5. Stored-image Analog Thresholding: (a) unthresholded electron deposition image:

(b)-(d) thresholding with increasing Vth

Pireliminary results using a standard MSLM show that specific gamma characteristics can
be achieved % ith reasonable accuracy. Operation in a low gamma mode would allow the
dc ice to replace photographic film in conventional linear processing (e.g.. in pattern"
rcocgn ition. I-ourir plane filtering and real-time holography). Possible high-gamma ."-
il icat ions inuclc hde logarithm, exponentiation. intensity level slicing, thresholding.
in:il g-to-digital con\ersifl, logic and histabilitv.
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INTEGRATED ELECTROOPTIC BRAGG MODULATOR MODULES FOR OPTICAL COMPUTING*

D.Y. Zang, P. Le, and C. S. Tsai

Department of Electrical Engineering 
F

University of California %

Irvine, CA 92717

SUMMARY ' ''

The prospects for realization of Lithium Niobate (LiNbO3 ) -based
integrated optic (1O) devices and modules for applications in RF signal 5
processing and communications have already been firmly established. For
example, the planar waveguide acoustooptic (AO) Bragg cells are now widely
used in the development of 10 modules for spectral analysis and correlation of
wldeband RF signals. A variety of electrooptic (EO) devices that utilize
parallel channel waveguides and crossed channel waveguides have also been
developed into compact modules for wideband communications and switching as
well as high-speed analog to digital conversion of RF signals. While

advancements on the 1O device modules for communications and signal processing
are continuing, serious attemps on realization of device modules for ,

computation of both analog and digital data have also been started
recently (1-4).

A significant advancement toward eventual realization of one form of
hybrid integrated-optic computers has been made through fabrication of single-
mode microlenses and microlens arrays in planar LiNbO3 waveguides (5) using a
simple technique entitled titanium-indiffused proton-exchanged (TIPE) (6).
Through this TIPE technique a variety of lens combinations may be fabricated
using a single masking step. These microlenses and microlens arrays have 0

recently been integrated with channel waveguide arrays and AO and/or EO Bragg
diffraction arrays to form a variety of 1O modules in a substrate size as ., -'
small as 0.2 x 1.0 x 1.8 cm3 .  Most recently, these 1O modules have been *'.

utilized successfully to perform optical systolic array processing and %
computing as well as typical applications in RF signal processing and
communications. In this paper, realization and measurement of such TIPE 0
microlens-based integrated EO Bragg modulator modules and their applications
in computing, e.g., matrix-vector and matrix-matrix multiplications (7-10) are
reported.

Fig. I shows the architecture of one of the integrated EO Bragg modulator

modules that have been realized. The fabrication steps involved are similar S
to those for integrated AO Bragg modulator module (2). Each channel waveguide **..%.

is followed by a TIPE-microlens and an interdigital finger electrode pattern
in the planar waveguide. Thus, an array of EO Bragg diffraction gratings are

created by applying voltages across the array of interdigital finger s

0

*This work was supported in part by the NSF, AFOSR, and ISTO. .\
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electrodes. Note that in this first version each electrode array was of the
conventional type which consisted of a single array of parallel interdigital
finger electrodes. Efficient and wideband Bragg diffraction have been
achieved using the electrode arrays with 13 wm periodicity and 2.(,mm
aperture. Specifically, 95% diffraction at a drive voltage of 6.0 volt and
750 MHz rf bandwidth were measured. A second version as shown in Fig. 2 " n
which each diffraction grating consisted of a Herringbone electrode array (1)
was also realized most recently. Again, efficient and wideband Brav , /
diffraction was readily obtained. It is important to note that the two
separate electrode arrays of the Herringbone type facilitate application ald

thus multiplication of two independent sets of data. Thus, in contrast to
their AO counterparts (2), these two integrated EO Bragg modulator modules can
accept multiple sets of data at a much higher rate. An array of up to 1:-
individual modulators has been realized thus far in both versions of the E0
modulator r-,dtiles.

The two integrated EO Bragg modulator modules just described have been
used to perform algebraic manipulations. In such application "Multiplication'
is facilitated by EO Bragg diffraction, and "Addition" by the integrating .r
lens. Specifically, the first version of the EO Bragg modulator module was
used to perform matrix-vector multiplicaton. The components of the vector *

were separately applied to the element EO modulators while the column element,
of the matrix were used to pulse-modulate separately the diode lasers (at
0.792 tM wavelength) prior to coupling into the channel waveguide array. As
in the AO computing experiment (2), master pulse generator was employed to

provide the synchronization between the matrix elements and the vector
components. The compnents of the matrix-vector product were obtained from the
output of a photodetector located at the focal plane of the integrat ing
lens. The output of the photodetector -eadily produced the correct results of
the matrix-vector product.

The second version of the EO Bragg modultor module was readily used to
perform matrix-matrix multiplication. In this case the column elements of two
matrices A and B were used to activate, respectively, the first and the secomi
segments of the Herringbone electrode fig. 3 showb he correct re ii1lt I.t
multiplication involving the matrices 0 and -namely,

In summary, successful fabrication of high performance microlenses and
- microlens arrays using the TIPE technique has enabled realization of a variet"-

of integrated EO Bragg modulator modules in the LINbO 3  channel-planar
composite waveguides of 0.2 x 1.0 x 1.8 cm3 substrate size. Through the
channel-waveguide and the TIPE microlens arrays, the very large channel
capacity that is inherent in the diode laser and the optical fiber as well as

the photodetector arrays may be conveniently exploited. The encouraging %

results that have been demonstrted with a variety of experiments suggest that
such integrated EO Bragg modulator modules can he utilized in future mult'-
channel optical computing as well as RF signal processing and communicaton
systems.
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SUMMARY

1 Introducti on

This paper describes work directed at utilising the parallel processing .
power of relatively simple analogue optical systems, to improve the
capability, compactness and cost of machine vision systems. We are
investigating methods which allow the combination of the best features of
both electronic and optical systems in such a way that the control and
decision-making are performed by the digital electronic system, whilst the
parallel computations and data reduction are performed by analogue optical
means. The resulting machine is termed a hybrid processor. Figure 1 shows a
generalised block diagram of the Optical Functional Unit of such a system.

In this contribution, we will concentrate on an Optical Processing Unit
(OPU) that performs fast image correlation with a variable spatial frequency
weighti ng.

Many optical systems that are capable of performing image correlation have q- ,1

been demonstrated since the original proposal by Vander Lugt [1]. These
systems have used pre-recorded holographic filters as the main processing
elements, which although effecti,,o for small numbers of reference-image
sets, does not lend itself to the iterative search procedure required for
identification of large numbers of reference images, unconstrained ,.5
recognition of three dimensional objects or syntactic pattern recognition.
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.
For applications involving iterative schemes it is useful to be able to
alter the filtering function of the processing element under control of the
decision-making system. The use of dynamic holography in photorefractive
materials have been proposed and demonstrated for this purpose [2,3,4]. %
Recently a photorefractive optical correlator has been shown to be operable S

at video frame rates [5] and a related system using a pulsed Nd:YAG laser
has been shown to offer major practical advantages in terms of immunity to
vibrational problems and overall power consumption, as well as forming the <.-Z

correlation products of two input images in under 200 nanoseconds [6].

2 The Hybrid processor 0

In this contribution, recent work on components required to build a practial
hybrid processor will be described together with predictions of the overall
system performance. The component parts are considered below.

The image correlator and input interfaces

A particular implementation of the generalised optical functional unit of
Figure 1 is shown in Figure 2. The correlator uses a pulsed laser system to
give a 'TEST' image framing rate of up to 50 frames/second. The correlation
product is formed instantaneously by illumination of the reference image,
the framing rate being limited only by the control system and the control .
interface (the reference-channel spatial light modulator). In practise the
input (TEST) scene would be derived from a TV addressed spatial light
modulator. The reference scene is provided by an electrically addressed
spatial light modulator via a frame buffer. The form of the correlation , %
function can be altered to incorporate different spatial frequency weighting
[5] via an electrooptic modulator under the control of the decision-maker. 0

Optically addressed spatial light modulator

The optically addressed spatial light modulator (SLM) [9] consists of an
association of a bulk photoconductor crystal with a thin electrooptic layer.
The photoconductive material which is a Bi1 2 Si0 2 0 monocrystal has an S

optimum sensitivity in the spectral range of the data writing source. Under
local illumination the photoconductor impedance decreases so that the
electrical voltage applied to the cell is transferred to the liquid crystal
layer thus modifying its optical properties. The resulting spatial * .*

distribution of birefringence allows the encoding of the amplitude and/or ,-
phase of the readout beam according to the spatial distribution of the data 0
projected onto the device.

This transducer is used for the coherent conversion of the image displayed
onto a CRT screen and projected on the BSO - Liquid Crystal SLM. The
characteristics of this device will be reviewed as well as the problems
posed by coupling to the CRT. The main performance of actual SLMs produced
to date are as follows:

Static spatial band pass at 50% from the maximum : 10 lp.mm'

Writing light intensity : 300 LW.cm- 2 at x 400 nm

Light value aperture 30 x 3u mm2
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Synthetic discriminant function

The access time of the reference image framestore, together with the -_ %

response time of the optoelectronic interface devices and the processing %
time of the electronic controller will all limit the data throughput of the
hybrid system. In order to increase the processing speed, synthetic V
discriminant functions [7] are used such that a number of reference images
can be inputted in parallel. In the updatable image correlator, it is
likely that the SDF will be loaded from a framestore in the image plane,
consequently the SDF must be real and positive everywhere. We will show
that this requirement effectively means that each member of the SDF training
set must contain the same amount of energy, i.e. that the diagonal
elements of the correlation matrix must be greater than any off-diagonal
element. This will limit the utility of the SDF to providing rotational
invariance. In our contribution we will demonstrate the output from an
updatable correlator that uses an SDF reference image. The output will be
compared with theoretical predictions on performance.

Correlation plane analysis-

The hybrid processor must use fast optical correlation combined with
flexible electronic image processing. We will discuss various digital
techniques for reference image display and correlation plane analysis; these
will include grey-level slope histograms and Freeman chaincodes [8]. Theprospects for real-time implementation will also be considered.
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Compound semiconductors, such as GaAs and InP, are potential photo-
refractive materials for real-time volume holographic elements in optical
computing applications. The advantages of these photorefractive compound
semiconductors include fast response1,2 (now down to picoseconds 3 ), high
sensitivity1 ,4 , reconfigurability, high degree of parallelism, and operation
at infrared wavelengths compatible with semiconductor lasers 5 as well as
VLSI technology. Recently, Cheng and Partovi 4 investigated temperature and

intensity dependence of photorefractive effect in semi-insulating, Cr-doped -.

GaAs, revealing some operation characteristics for the semiconductor as a
practical device. For example, at room temperature, minimum beam intensities
of about 10 mW/cm2 are needed to form index gratings of near-saturation
amplitudes, but the requirement increases to about 100 mW/cm 2  at 500 C.
This is due to the competing effects of the dark and light-induced electrical

conductivities.

In this paper, we report lifetime of index grating in semi-insulating
Cr-doped GaAs as a function of reading beam intensity and grating spacing at S
room temperature. The result is critical for realistic evaluation of the -. "-
GaAs:Cr potential as practical volume holographic elements for optical
computing applications.

The experimental technique used was beam coupling (two-wave mixing) with
a 1.7 mW, 1.15 micron He-Ne laser. Samples used were semi-insulating Cr-doped 0
GaAs crystals, similar to those described in Reference 4. The laser oeam was
split into two beams of the same intensity. One of the beam (pump beam, Ip) . -
was incident on an electronically controlled shutter. The other heam (signal
beam, IS) passed through a variable neutral Jensity filter for intensity varia-
tion. When the shutter was open, the two beams interfere in the crystal to
form an index grating. The intensity of the second beam (signal beam, Is ) S
was increased due to beam coupling in the crystal. When the shutter was cl.I, .- %

*The work described in this paper was carried out by the Jet Propulsion

Laboratory, California Institute of Technology, and was jointly sponsored
by the Caltech President's fund, le Strategic Defense Initiative Office, 0
and the Defense Advanced Research Projects Agency through an agreement with %

the National Aeronautic and Space Administration. , --
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the energy transfer from Ip to Is was stopped immediately. However, the
grating was still there because of its finite lifetime. Its amplitude started
to decrease with a characteristic lifetime, depending mainly on Is , which was
still illuminating the sample and simulating a reading beam. If closed time
of the shutter was shorter than the grating lifetime under the illumination, a
significant portion of the grating still remained in the crystal when the
shutter was opened again. A sharp rise of Is was observed due to the diffra-
ction of the remaining grating, as illustrated by oscilloscope traces of Is
in two photos of Figure 1. Then, there was a slow increase of Is following
the sharp one. This was due to the increase of the grating amplitude when two
beams interfered again in the crystal. When shutter closed time increased,
the magnitude of the sharp rise decreased as expected (see difference between
the two photos). Analysis indicated the amplitude of the sharp rise decreased
exponentially with shutter closed time. Namely, the diffraction efficiency
decays exponentially with time under illumination of Is . Therefore, the
diffraction efficiency decay time, defined as the time for the diffraction to
decrease to the l/e value of the original, can be measured. By changing the
neutral density filter value, the grating lifetime can be measured as a func-
tion of Is . Since the diffraction efficiency is proportional to the square
of the amplitude of the index grating for small amplitudes (as under our . ...

experimental condition), the index grating lifetime is twice the measured
diffraction efficiency decay time. O

Figure 2 gives the measured grating lifetime as functions of Is with
four different values of grating spacing. The experimental result shows
clearly the existence of two important features of the grating lifetime in
GaAs:Cr. Firstly, the grating lifetime increases with the decrease of Is
and the rate of the increase becomes slower as I. becomes lower than I mW/cm2.
This feature is consistent with reported anomalous observations of grating
erasure rates in photorefractive oxides, such as BaTi 3, being proportional to
optical intensity to a fractional power of between 0.5 to 1.0.b The second
feature is that the grating lifetime increases with the decrease of grating
spacing. A similar phenomenon was observed in InP. 7 The basic mechanism
governing the complicated relationship among grating lifetime, reading beam
intensity, and grating spacing in GaAs is currently under study. In this
paper, only those experimental observations important to the operation of GaAs
volume holographic elements are discussed.

The data in Figure 2 demonstrate that the lifetime of gratings with
grating spacing being about 0.66 microns can be as long as 2.5 seconds when Is  0

is about 0.1 mW/cm2. The lifetime of the same yratin spacing reduces to
about 0.4 seconds when Is increases to about 10 mW/cm . The lifetime can be
further reduced if larger grating spacing is created using smaller incident
angle between two beams.

Our results demonstrate that information stored in volume holographic
elements of GaAs:Cr can vary from 20 milliseconds to a few seconds, depending
on Is and grating spacing. Conceptually, the lifetime can be reduced further
into the microsecond range using higher intensities. The availability of a '

large range of grating lifetime in GaAs:Cr provides excellent opportunities
for using GaAs as real-time spatial light modulators, reconfigurable beam-
steering devices, and dynamic memory elements in optical computing S
applications.
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As illustrated in Figure 2, the rate of the increase becomes slower when
intensity becomes lower. This could be due to that the photo-ionization rate
gradually becomes comparable with the thermal emission rate of trapped carriers
from the Cr level. The thermal emission rate is the ultimate physical phenome- S

non dictating the longest information storage time, namely the storage time
in the dark.

In our experiments, the 1.15 micron beam was used to simulate the reading
beam. If a beam of a 1.3 or 1.5 micron injection semiconductor laser is used
as reading beam, both storage time and reading beam intensity can be increased. S

This is due to fact that the cross section for the photo-ionization at these
wavelengths is much smaller. In addition, it is known that an application of
electric field on the sample can increase the lifetime. These are among thesubjects under study.

It is interesting to note that the index grating lifetime in photorefrac- S

tive Fe-doped InP was reported to be only about several hundred microseconds. 7

The short index grating lifetime observed can be attributed to the fact that
the energy bandgap of InP is smaller than that of GaAs.
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As indicated in an earlier paper presented at this conference, (1) use of 6

pa-allel Fourier optical pattern recognition techniques in conjunction with
a final non-linear threshold allows rapid computation of sums and products 0
in residue arithmetic. The coherence properties of the architecture reduce
the number of non-linear elements to 2n-1 where n is the size of the radix.

Incoherent point sources could also be used with the grating filters
performing a2 holographic interconnect function, but, at the expense of
requring n non-linear elements. This expense is offset by allowing

performance of any multi-level logic function, residue arithmetic being only 0
one example of a multi-level logic function. This japer will describe an
alternative technique to perfo-ming the desired n interconnect pattern
which requires no lenses or filters, thereby significantly -educing the
fabrication and alignment difficulties.

Figure 1 1 lustrates the basic interconnect concept. The two inputs are S

arranged as in a truth table, with one set of inputs being the rows and the
other being the columns. The desired inputs are turned on by filling the
corresponding row and column with an equal intensity of light. At each
intersection point either 0, 1, or 2 units of light will be present with

only the single correct intersection having 2 units. A simple non-linear
threshold device, which performs the equivalent of an AND operation, placed
at each 'rntersection will select the correct answer. Equivalent outputs
would then be OR'd to form the final output. An important result of the
multi-l1ne (one-of-many) representation used in this architecture is the
elimination of the INVERT operator for performing the loyic.

The-e are many potential ways to construct the cross-bar architecture S
4 ncluding the use of electronic AND and OR gates. The use of optical
interconnects eliminates the dispersion difficulties associated with .

elect-on~c w'res and allows the possibility of high speed opto-electronic or "
all optical AND's along with simple "hardwired" OR's. As an initial
demonstration of the concept, a fiber optic device, as shown in Figu-e 2, %
was constructed. Off-the-shelf LED communications modules were used for the
4nputs. One-to-three fiber optic couplers were used to route the light to
the appropr4 ate one of nine detector-threshold devices which pe-form the AND
opp-dtion. Electronic OR's were used to combine the equivalent channels for
perfomlng residue 3 addition (as shown) and simultaneously residue 3
multpl4 cation (not shown). Although it was not done in the actual device,

the OR'd outputs could then be used to drive another set of LEO's to form

the 4nput for the next stage.

The fiber optic device was tested by using two RAMS, one containing a
pseudo-random sequerce of inputs and the other containing the correct sums
and products for residue 3 arithmetic. This latter set of data was used to

checK the operation of the optical channel. The dOice was operated at 50 S
Mop (limited by electronics) with a better than 10 error rate. In order
to display the inputs and outputs the positional notation was converted to a 
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time notation using electronic parallel-to-serial converters. A typical
output is shown in Figure 3.

Although the current demonstration of this computing architecture was f
performed in fiber optics, future examples will be based on integrated

optics. One possibility is indicated in Figure 4. Because the logic is
based on optical interconnects with a single, nonlinear threshold as the ,
final step, scaling to higher speeds only involves improving the threshold
process. Thresholds using current electronics technology (GaAs) can support -.

several GHz operation and all-optical means (opto-electronic hybrids or
optical bistable devices) can increase the speed to 10's and possibly 100's
of GHz.

In conclusion, an optical arithmeti c/logi c unit based on optical -

interconnects has been demonstrated. Use of existing technology would allow
the device to compete directly with the best electronic circuitry available
to date and future, all-optical means should allow several orders of
magnitude improvement.

(1) "An Optical Arithmetic/Logic Unit Based on Residue Number Theory and ,,

Symbolic Substitution", C. D. Capps, R. A. Falk and T. L. Houk, this
conference.
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Passive Single-Mode Optical Networks
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N orthwestern I niversit, Ev ~aiston, 1. 60f201 b.

Introduction

W\e consider in t his paper optical networks made entirely of passive single-mode interconnection cornporirit
*I'lirse (an be lengths of fiber, or integrated optic waveguides, in which the same kind of single miode proag,irrs

Iliese individual miodes can also be added/divided biv nieans of dire(ctional couplers interconnecting tie( w;t%, t
rude. [iioilar networks could also be considered, making use- of free-space G;aussian beams and lreanir-spi,lr,-

this Iliurever. would introduce dlifficult ies due to alignment and] diffract ion.] We refer to the result inrg arclrit t ir'-s

Aspassive single-imodle optical net works. '7

So-me of these networks have been studied by others, u nder thle assumption thbat tbe various signals are iico-
liereift. i.e. add on a power basis when combined.- and thus dto not lead to observable interference phenorneim

F roim a piract ical st andlpoiiit incoherent operation is desirable because it avoidls phase noise: however it does
rest rict the( kind of operations which can be performed.

The object of this paper is to st udy somne of the beniefi ts which ctan accrue when single-niiode net works an )

crat ed in a cohiereit niannier. This leads for exam pie to networks which can perform dliscrete Fourier/Il iI aia rd

ransforms without anyv active comniponents. These benefits, however, can unly be obtained if precise phase coutrr

ir lbe achieved: somel practical imniplicat ions of this fact will be exained.

Matrices associated with NXN directional networks

orsider thet( unidirecrtional single-mnode iietwork oif Fig. I. It is assumed to work only wit I a si rigic frcquirnr(

mid state of polarization, so t hat a coniplex scalar c-an be tised to dlescribe the field amplitude andh phase" At ;tit%

1-; lin The lre are N input ports anil N output ports. so that the network constiturtes anr N XN din-el renal

,m'ilder. "Ili. fields inijectedl at the inputs. a, are all coherent . being derived from the saninoirtocromari '

-rre. arid so thle ouitpuit fields. t,, , result from the inerference betweein the( input signals as tIt( v are split anid

-ipjriroposed by tire elemnits niaking rip the N XAN coupler. Since all operations performued withinn thre net iv ,rk

ire linroar, we have a discrete linear transform bet weein in puts arid out puts, i.e.

%%hi rve '~us are conrstants dleterimined by tire internal si ri time of the network Sum u total our1,1 J)ii! prm

air ot excecil tutal inipitt power, any given set orf (je's nust satisfY

.N N .

C' k *

for dlt possible (Ii(ies oif ii, *s The eqtual sign holdls ouly fir liissl'ss nietworrks.

l.F-t [('] Ieriot.le iri atrix oif elvients T he cigetival ties iof ( ririst hav miagniturdes siriallir 01r ()t or

,.jn~Il to ririrryr I iris imprilies that

ho *1 ial -igin iwiig only fo~r bi~ssless networks
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For lossless NXN networks, Eq.(1) implies furthermore that [C] is unitary, i.e. that

Z CIC;,= 61,, or [C] - [C]
t , 

or ([C]-lk 7k. (4) -

k=.

If a lssless network is reciprocal, then [C]- 1 describes the physical operation of the network in reverse, and as .5-

such it too must satisfy the above relations. This imposes the additional condition

There are many type, of matrices which satisfy the above conditions, and hence many types of discrete t ransfor .s

performed by unidirectional coupling networks. In the following we study some particularly interesting Iransforms.

Discrete spatial Fourier or lladamard transforms by single-mode star networks

Single-mode star networks were recently introduced to provide even distribution of the power of any one .F 0-
input among all outputs. These networks are made from suitably interconnected 2X2 couplers. 3 .4 They have
been implemented in both fiber optic and integrated optic form. The interconnection patterns used aie similar to

those used in VLSI arrays to perform operations such as the fast Fourier transform, and this analogy led to the

question of whether these optical networks themselves could perform discrete Fourier transforms (DFTs), without
requiring an' active processors. It has recently been shown that this is indeed the case.5 To see this, consider an

ideal lossless star network with N = 2"; it is an evenly-dividing NXN network, i.e. it is such that

I i~k0

where the Oki's are arbitrary (real) phase angles. Potentially interesting forms for Eq. (1) result if the o's are -.

chosen in particular ways. For instance if A'..

2,rkl
Oi= N (7)-

Eq. (1) corresponds to a discrete Fourier transform. It can be shown that the corresponding CI's satisfy P

V(1s.(3)-(5). and that they can be physically realized, simply by appropriately adjusting the optical path lengtlhs
between the various components in the network. 5 The proof relies upon the fact that an elementary 2X2 coupler

itself performs an elementary discrete Fourier transform; by combining such elements with appropriate lengths of

waveguides (phases), and suitable interconnection patterns (such as the perfect shuffle), it is possible to build up I % P

a large Fourier-transform network in a hierarchic manner.

Star networks can also perform the 1ladamard/ Walsh transform, which is used extensively in image processing.

111 that case the Oki s, and hence the phase shifts introduced by the interconnecting paths, need orly be equal to .-.. *

0 o r 7r.

The preceding shows that single-mode interconnection networks, although entirely passive, cai be madh t, %
perform sophisticated signal-processing operations when used in a coherent fashion. This suggests that the' mighlt

play a direct role in some high-speed operations, such as DFTs, thus assuming a primary fast processing role. l'hi-
function would go beyond the currently-envisioned ancillary role for optical networks. narnely that of proiting S

fast interconne(tions among digital processors. % %

Practical considerat ions

Thle major obstacle to the implementation of the atiove schemes is in setting, and maintaining. phases to .. ..

their dfsired .allies. The degree of difficulty will increase as tile size of the envisioned networks increass. sine," %

each phase will have to be set more accurately. Networks made from segments of fibers will be mre prone to

phase noise than integrated optic networks. Phase setting/adjusting can be achieved by suithable means with thilse,,

various technologies; some solutions, however, may turn out to be expensive. [A iechnique has been proposed to -
iia;ufact ure monolithic N X N stars from thin. uniform slab waveguides. Such devices should exhibit exc.lent

pha.se stability. Thev imphement some discrete transform, however it is neither Fourier nor Iladatard, and they
cannot be adIjused to perform desired transforms.1

Phase noise will be less of a problem at longer wavelengt Ls, and it may thus be desirable to consider imple-

nintations at infrared wavelengths, or beyond. parti(ularly in the initial stages.

210,
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Conclusion

Single-mode networks operating in a coherent manner can perform a number of functions not achievable with
incoherent networks. Among these are discrete Fourier or Hadamard transforms by star networks. The practical ,

utilization of these features will require the ability to accurately set and maintain phase. This will initially be

best accomplished with small-scale networks, and/or at long wavelengths.
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Review of Some Current Optical Computing Research

in the Soviet Union

William T. Rhodes
Georgia Institute of Technology

School of Electrical Engineering
Atlanta, Georgia 30332

This past July, along with eight other scientists from western countries, I
attended a meeting on optical computing held in Novosibirsk. The meeting was
sponsored and hosted by the Institute of Automation and Electrometry, USSR
Academy of Sciences, Siberian Branch, under the direction of Academician Yu. E.
Nesterikhin.

A number of interesting papers on current efforts in optical signal processing .'','
and optical computing were presented by Soviet attendees at the meeting. The
purpose of my talk is to summarize selected papers from that collection that
are particularly appropriate for the OSA Topical Meeting on Optical Computing.
This is done only in the absence of any Soviet representation at the Topical
Meeting.

Included will be discussions of research on self-switching of light in
tunneling-coupled optical waveguides, pipe-line opto-electronic processors, -

digital computers based on integrated optics, pattern recognition using
symmetry features, and some thoughts presented on optical computing generally.
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Switch Power Drift in Optically Bistable ZnSe Interference Devices

R.J. Campbell, J.G.H. Mathew, S.D. Smith and A.C. Walker %-

Dept. of Physics, Heriot-Watt University, Edinburgh EHi4 4AS, U.K.

Optically bistable devices based on nonlinear thin-film interference .*

filters have been reported by Smith et al [I] and Weinbe.ger et al [2] and
have been shown to be suitable for use as logic elements in digital optical e

circuits [3] and pattern recognition applications [4]. These devices use 0
ZnSe or ZnS as the active material and rely on thermally Induced changes In
the refractive index to provide the required nonlinear response..

Early experiments with optically bistable interference filters showed
highly irreproducible input-output characteristics [5,6]. In particular
switch-up powers increased rapidly with time and the bistable region was
seen to expand on each scan of input power. We h;ive observed similar
effects with nonlinear filters grown on low tempe" -ture substrates and
consequently made up of less dense thin-film layers. The changes in
operating characteristic are consistent with a decrease in refractive index
of the spacer layer and a resultant increase in detuning between the

operating wavelength and the low-power band-pass peak. A likely

explanation is that heating induces desorption of water previously taken uip
within the pores of the low density material, thus reducing the average
refractive index for the layer.

This effect can be avoided, or at least greatly reduced, by using an ,..1*
elevated substrate temp. (150-200C) when growing the films. However under .

certain conditions an irreversible drift of the device characteristics
occurs in the opposite manner, such that the switch-up power and the width
of the bistable region are reduced. We describe experimental measurements
of this latter phenomenon; the conditions under which it occurs and the

techniques by which it may be minimised.

x-'L
(a) C 2.. ,,

. , . y+ .-'v ,.
. .' : : :"

4Cr -4C 30. 5

(c)

Fig. I Variation of switch powers Fig. 2. Dependence of time for loss
with time for a 13 layer ZnSe spacer of bistability with incident spot
filter with spacer thicknesses of diameter.
order (a) M=2 (b) M=4 and (c) H=B.
tpper traces are switch up powers
lower traces are switch down powers,
a spot diameter of 60 nm was used
in each case.
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Figure (lb) shows how the switch powers can vary with time for a 13

layer ZnSe-spacer filter. The filter was held in its high transmission
state near the switch-up power and the switching powers measured at regular
intervals by ramping the incident power down and up in 10 seconds. A- can 0
be seen, the variation in the switch-up power was larger than the change in
switch-down power. The initial rise in the switch up power increased the
width of the bistable loop and is consistent with a slight increase in the-%
filter detuning as described above. This trend then reversed so that
eventually the switch-up and switch-down powers became equal and
bistability was not observed. This induced change appeared permanent and
no recovery was observed even after leaving the filter unilluminated for

many hours. However the bistable characteristic was recoverable by
increasing the detuning. This is consistent with the refractive index ol
the spacer layer having increased and could he explained by some form of
structural change occurring, rather than the desorption of volatile
inclusions.

The rate of switch power drift was a maximum when high input
irradiances were being used. In addition, drift effects were much more
apparent when the devices were held long-term in their high transmission
(switched-up) state. This result suggests that the high temperature and/or

the internal irradiance when in the high transmission state is responsible
for the drift of the characteristics of the device. To distinguish these
effects we have investigated how the time for loss of bistability varies .

with incident spot size for a fixed detuning, using the 13 layer ZnSe
filter. For the same detuning the operating temperature at the held
(switched-up) level must be the same for each spot size. However, as we
have shown -7], the switch power is directly proportional to the spot
diameter and thus the switch-up irradiance increases as the spot size is

reduced. Figure (2) shows the results of this experimental study. As can
be seen the device stability decreases with the spot size. It follows that %,.

the mechanism underlying the changes in device characteristics is related

to the internal irradiance and may be associated with, for example,
photo-structural effects.

It is clear that the problem of switch-power drift could be solved by
employing more structurally stable materials for their fabrication.
However, it is important to determine to what extent the very convenient
growth technology of thermal evaporation can contime to be exploited. To -

maximise the stability of the present devices it is apparent, from the
above, that the operating internal irradiances must be minimised. One
method of doing this is to increase the thickness of the spacer. Th is hais i.,
the effect of reducing the temperature rise required for switching and
therefore lowers the internal irradiance necessary. Figure (1) shows the
effect on stability of such an increase in spacer thickness. The three
filters were identically structured hut of different order where m is the
spacer optical thickness in half wavelengths. As the spacer thickness is
increased it can he seen that the drift effects are dramatically reduced.

Further details of these measurements will be presented together with . 1P,
some initial results of using alt e rnat ive growth techn iq ties to fabricate
these nonlinear multilayer struct,res.
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THERMO-OPTICAL BEAM GUIDE AND

SWITCHING EXPERIMENTS* .? -

Lauren M. Peterson
Environmental Research Institute of Michigan

Advanced Concepts Division
P.O. Box 8618

Ann Arbor, MI 48107

Radiation passing through a nonlinear optical medium can lead to a

change in the refractive index of that medium. If the radiation is in 0

the form of a focused Gaussian beam, the focal region where the

radiation field is the strongest will have the greatest index change

and the transverse spatial profile of this index change will be bell-

shaped since the transverse radiation profile is Gaussian. For a large

f-number focused beam, the focal region is a long cylinder with a

transverse graded-index (GRIN) profile quite analogous to a graded index

waveguide or fiber. We have used this real-time refractive index

waveguide due to one beam of pulsed laser radiation to rapidly redirect

or switch a second beam of laser radiation.

The material media in which we have observed real-time beam guiding ,

are liquids to which dyes have been added to make the liquid optically

dense. The refractive index changes have been induced by absorption of

the radiation followed by rapid (- 10-10 sec [1]) thermalization of the

energy. The change in temperature of the liquid leads to the change in

its refractive index (presumeably due to local changes in density).

*This work was supported by the Advanced Research Projects Agency of the

Department of Defense and was monitored by the Air Force Office of

Scientific Research under contract No. F49620-84-C-0067.

[1] K.F. Herzfeld and T. A. Litovitz, Absorption and Dispersion of

Ultrasonic Waves, Academic Press, N.Y. (1959).
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Figure 1. Experimental arrangement

Figure 1 shows the experimental arrangement for observing real-time

beam guiding. A pulsed nitrogen laser pumped dye laser using coumarin

500 dye provides 500 nm pumping radiation for inducing the refractive

index waveguide. This radiation is focused by a lens to produce a focal
region approximately 500,um long and 12,um in diameter (full-width at half

intensity). HeNe laser radiation at 633 nm serves as the probing beam

and is also focused by the lens. In the absence of any absorber in the

liquid sample, the two beams simply cross in the focal region. A screen

placed behind the sample cell displays the two unaltered beams as shown

in Fig. 2a. In the presence of significant absorption (> 0.1 cm- at
.4o .* ,

500 nm), the HeNe beam is guided by the refractive index induced by the

green laser pulse. Guiding of the HeNe radiation in the cylindrical

focal volume redistributes the radiation into a cone such that an

annulus of light is displayed on the screen as shown in Fig. 2b.

Separation of the switched radiation from the switching radiation is

easily accomplished with a spectral filter.

~~~guided/distributed--" .
~~~probe beam [ .;.

probe
beam

(b)

Figure 2. (a) No beam guiding in the absence of

absorber. (b) Ream guiding in absorbing liquid. .V

% .
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The optically induced beam guiding has been demonstrated in our -''"

laboratory using carbon disulfide, carbon tetrachloride, acetone and .

methanol as solvents with iodine, eosine and cobalt nitrate as dyes. T-.

The dye laser pump pulses were 7 nsec in duration with energies on the ,b.

O

order of 10,J or less. Switch-on time for the guided HeNe probe beam .z-

P %

was on the order of 10 nsec. It is not known at this time whether this K

switching time is characteristic of the medium and the thermalization -7 %

6 ]p

process, or if it simply represents the deposition time of the laser . w

pulse and therefore would decrease if the laser pulse were shorter. Z

Once the probe beam has been switched, it remains in the switched

state long after the pump radiation is gone. The amount of probe ;"..

radiation which is guided or, the efficiency of the interaction

decreases exponentially with time following the pump pulse and has a

time constant on the order of a millisec as shown in Figure 3. This is

on the orde is hater isi ff te i me for liquids [2] andizatio

represents the equilibration of the loasr.-r r- ith.c

region. t ediaee

,%% V.,%

Once t pFigure 3 Beam guide tc

stt lon ate te unmrdan is on. Te mout"f pob

temporal response. ''?
10 nsec switch-on;
exponential decay s aon] the ordermn of the th erm diffsio tim e tt for liquids [ 2] 1 ndH

r mnmgi ono s *

mmm*mmmm
temporalresponse

h ,-E,

Eichler, G. Salje, H. Stahl, J. Appl Phys. 44 (1973) 5383.

10ne1wic-n
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The efficiency of the beam guiding was observed to be quite high. -*

The guided probe radiation which was distributed into an annulus of

light was gathered and focused by a lens onto a fast Si PIN detector. ,-,_

Pump ridiation was blocked using a red filter and unguided light was

blocked using a spatial stop. The efficiency was found to be the

greatest (93%) for CS2 ,:ith an absorption coefficient of about

3 cm-1. The efficiencies for the other solvents and dyes were in the

10% to 70% range, being lowest for the lowest laser energies.

In summary, we have observed optically induced beam guiding or

switching at energy levels in the microjoule range. Switch-on times are

on the order of 10-8 sec or shorter and the switched beam can persist

(i.e. memory) for 10- 3 sec or more. It is anticipated that a second

pump or control beam at a different angle could be used to switch-off

the signal or probe beam in times comparable to switch-on. Although our .. .

experiments utilize pump (control) and probe (signal) beams at different

wavelengths, the interaction is expected to be identical for degenerate

wavelengths leaving open the likelihood of cascadable switches. Not

only does the reported interaction lead to rapid switching of an optical

beam, but also to its redirection. This may prove to be of value in

all-optical beam control, or in optical interconnects for all-optical

and hybrid optical/electronic computers.

p.,:
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FERROELECTRIC LIQUID CRYSTAL SPATIAL LIGHT MODULATORS

D. Armitage, J. I. Thackara
Research & Development Division

LOCKHEED MISSILES & SPACE COMPANY, INC.
3251 Hanover Street, Palo Alto, California 94304

N. A. Clark, M. A. Handschy

Displaytech, Boulder, CO 80306

The ferroelectric liquid-crystal (FLC) phase is a relatively new development
in liquid crystals. The basic symmetry restrictions demanded by
ferroelectricity are met by the chiral smectic-C liquid-crystal phase. The e --,b
chirality or lack of mirror symmetry at molecular level gives rise to a spiral
polarity or helioelectric structure. The helix can be unwound by an applied .
electric field to create a uniform FLC. However, this is not the most
favorable device arrangement. S

The optimum device configuration maximizes polarization advantage, while
minimizing the viscoelastic retardation. This is achieved in the
surface-stabilized ferroelectric liquid-crystal (SSFLC) configuration
illustrated in Fig. 1. The surfaces in contact with the FLC are treated to
promote uniform parallel alignment. For a sufficiently thin cell, the surface S

forces suppress the natural helix of the FLC. Polarity switching is ,-V.-
accompanied by molecular rotation in the smectic plane, where viscoelastic ,.,,

retardation is minimum. The molecular tilt angle is enqineered at the
materials synthesis stage to give an optic axis rotation approaching 45 deg.
In a crossed polarizer configuration, the cell switches between dark and
bright according to the polarity of the applied voltage. With proper surface S

preparation, bistable operation is achieved and either state can be stored -
indefinitely at zero applied voltage. The SSFLC device retains the low
voltage and power advantage of the nematic liquid crystal (NLC), but the -
first-order interaction of the net dipole moment with the applied electric
field greatly increases the bidirectional switching speed..

The storage property of the SSFLC device and well-defined threshold voltage
favor passive large-scale X-Y matrix-addressing. Devices have been fahricated
which demonstrate 640 x 400 addressable pixels.2 The obvious applications
in the display industry have fueled a rapid expansion in FLC material and ,-

device work in recent years. Room-temperature materials are now available
with switching speeds of order 10 vs. 3 Continuing materials development is
now pushing the switching speed towards 1 vs.

The evolving FLC display technoloqy is clearly relevant to the development of
optical-processing devices. The high resolution inherent to the SSFLC device
is of particular interest. Pixel scale of 17 pm is readily demonstrated and
the resolution limit is determined by ferroelectric domain wall thickness of
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SURFACE ELECTROEhS
A LI GNMIEN T
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UNWOUND STATE IS STABILIZED Y_
ALIGNMENT AT ELECTRODE SURFA(E . %, o.
WHEN d-2 PITCH

READOUT

POL ANALYZER TRANSMISSION .TRANSMISSI N [sin(, , _ )sr 1T. , jl

41111 BIREFRINGENCE, 12. FOR ','A4 % FPAS S

CELL CAN BE VOLTAGE- DRI N 1,
EITHER STATE AND REMAINS IN
LAST STATE WHEN VOLTAGE REMOVED

Fig. 1 Surface stabilized ferroelectric liquid crystal device.

I wrn. 4  However, matrix structures are inherently line-by-line-addressed.

devices, which is a severe restriction on frame rate.

Photoaddressed FLC devices have been neglected in comparison with matrix --.-

electrode addressing. In the photoaddressed FLC spatial light modulator
(SLM), the addressing is inherently parallel and the full speed nf the SSFLC -

device is attainable. We have provided the first demonstration of a
photoaddressed SSFLC device.5 Fiqure 2 shows the device confiquration .

employing bismuth silicon oxide (BSO) as the photoconductive addressinq
medium. FLC alignment was achieved with the rubbed-nylon technique. 5

Figure 3 compares a refreshed Air Force resolution chart image with the same
image stored for 15 h. Flaws in the refreshed image are associated with
alignment imperfections. The tored image is seen to have deteriorated over
the 15 h period. This is aqai associated with the current limitations in our
alignment technology.

The BSO addressing was used in the initial demonstratinn be J5 of the
simplicity in device structure. The response speed is li iTri,.1 by detrappinq
times in the [SO to frame rates of order 10 Hz. Further deve lopment employs %
single-crystal silicon photodiode addressing which will enable full assessment
of the FLC response time. Preliminary experiments show ,hft the, FL( can be
addressed with a single-crystal silicon structure.
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Fig. 2. Bismuth silicon oxide photoaddressed SSFLC SLM.
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Fig. 3. SSFLC SLM showing refreshed imaqe and stored image. -'-'..
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The performance of the silicon SSFLC SLM usinq 
a revised aliqnment approach ">

will be presented.5 Current developments in FLC materials and device-, 
will "'

be discussed. 
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Theory of All-Optical GaAs Logic Devices

M.E. Warren, S.W. Koch and H.M. Gibbs
Optical Sciences Center, University of Arizona, Tucson, AZ 85721

All-optical semiconductor devices are numerically modeled and optimized using a
microscopic theory for the optical nonlinearities of room-temperature GaAs. Single- 0
frequency NOR-gate operation in reflection is predicted.

Numerical simulations of all-optical room-temperature GaAs devices are pre-

sented and the operation of a single-frequency NOR-gate in reflection is predicted.

The computations are done using the equation for the transmission of a nonlinear, .{.,"

Fabry-Perot resonator of length L, in which the space between the mirrors is filled

with the semiconductor material. The transmitted intensity is

1, (1I-R )2 --

(e
a (w ,N )L /2

- R C-a(wN)L/2)2 + 4R sin 2(6 + wAn(w,N)L/c)

where 10 is the input intensity, 6 is the linear phase shift (detuning), and R is the

mirror reflectivitv. The transmitted light intensity is coupled to the electron-hole-

pair density N in the semiconductor via the absorption coefficient a(w,N) and via the

nonlinear part of the refractive index An(w,N). The density N in turn is related to

the intensity I of the light inside the resonator by the equation

d>" = _ ;', + /(2)
.,..Lit r hw

where r is the carrier relaxation time. A microscopic plasma theory' is used to con- 0

sistently describe the nonlinear absorption and dispersion of room-temperature GaAs.

Spectroscopic studies have shown the calculated values of absorption a and refractive

index changes An to be in close agreement with experiment2 .t2.....

Equations (I) and (2) are solved for pulsed and steady-state excitation. The

numerical results for the transmitted intensity as a function of the input intensity are

plotted in Figs. la - Ic for triangular input pulses at a frequency W well below the

exciton resonance and pulse widths of 0.1, 1, and 10 ps, respectively, together with

the corresponding cw characteristics (Fig. ld). The different curves (1-4) in Figures 0
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* I a- Id show hysteresis curves obtained for ,lightlv different resonator lengths, corres-

* ponding to different detunings of the excitation frequenc\ with res;pect to the near-

50
a) 2 C) 2

4 40

303 3

100

c~%

3r~ 50.

200

io..

0 10 20 30 40 0 10 20 30 40 50
~(kW/cm 2) 10(Wc 2)

Fig. I Transmitted intensity versus input Intensity computed for GaAs at
roomn temperature at an excitation energy hw =1.4032 eV well below the
exciton resonance at 1.420 eV. Figs. I a - Ie are obtained assuming pulsed
excitat in % ith a triangular p~ulse of' full width 0. 1 pIN (a), I .0 ps (h) and
10. /i (c). Fig. Wd shlosks thle steadv state results. Tedf~~tcre
4 in each figure are for the respective resonator lengths L =2.046 pm.
2.042 pm, 21038 jim. and] 2.0314 paz, causing different resonator eigenfre-

quLencles X.c l wic h give rise to the detunings
=Jj, jf - t6.: = -0.0 170 eV'. -0.0142 e\" -0.01 15 eV, and -0.008 eV,

respectI % el \. [hle mirror reflectiv it\ R =0.9 and the carrier relaxation timle
has been taken as 7- = 10 nis. Thle baseline for the transmitted intensity in)
Curves 2, 3i. and 4 has been shifted by 10, 20, 30 Alf' ctm2 , respectively.

est resonator eigenfreqluencv j .c where wRj < w . The transmission characteristics 2

and 3 displax' w.ell (leveloped bistable loops similar to those observed in experimlents

under the ass(umed operating conditions. These loops get wA.ider for shorter pulke"
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due to dynamical hysteresis, and they show the interplay between the dispersive

tuning of the resonator and the saturation of the absorbing medium. In curve 2, the %

initial detuning of the resonator is such that the peak transmission of the Fabry -

Perot resonator nearly coincides with the excitation frequency at the same intensity I

that saturates the semiconductor absorption. This mixed dispersive and absorptive -%

behavior leads to a much higher transmission of the device with the price of some-

what increased switch-on power. As is well-known 3 the dynamical hysteresis effect

can even produce seemingly bistable behavior, as in curves I and 4, which vanishes

for longer pulses.

The steady-state switch-on intensity for bistable operation is recorded together '\Jt

with the transmitted intensity just after switch on for different resonator lengths

(Fig. 2). Within each bistable regime there is a definite length for which the ratio of .

the transmitted intensity to the switch-on intensity is a maximum, indicating opti-

mum contrast. This optimum occurs for bistable characteristics of the type shown in

100"

_ :.. ?:..:.

+% 4 %"1

0-0

• .- '.-'.

1.64 1.68 252 2.56 3.04 3.08 3.68 3.72
Length (1im)

Fig. 2 Steady-state results for bistable transmission characteristics: The
input intensity at switch on to high transmission (upper curves) and the S
transmitted intensity just after switch on (lower curves) are plotted versus %
resonator length for the same parameters specified in Fig. 1.
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cuvs2of Fig. 1. In Fig. 3 the reflectio h\\ rs%, ~pote~hc ors

ponds to the transmisson characteristics 2' in F ig. I he highlsit transnitting upper

branch causes verv low reflection for high inpuLt intensities and thuIs make', single-

frequency NOR-gate operation possible. A probe beami of an Ifltensit\ up to

18 klfjcrnz2 is largely reflected in the absence of other input. but the presence of

one or two additional beams induces switch down to low reflection. W

400

40

(~2)

I0(k/cm)

Fig. 3 Reflected intensity versus input intensity for the same parameters as
curve 2 in Fig. Id.

It is evident that the presented simulations are useful for modeling and optimiz-

ing devices for specific operating requirements. Work is continuing to study dyn-

amic operation as well as waveguide design. .
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Multiple Polarization State Threshold Logic .

and Processor

Shudong Wu Xiang Zhang Zhijiang Wang

Shanghai Institute of Optics and Fine Mechanics,

Academia Sinica, P.O. Box 8216, Shanghai, China

This paper suggests a novel technique of using multiple pola-

rization states to implement different logic operations in parallel.

Sophisticated full optical A/D converter, look-ahead adder and multi-

plier are proposed. • 4.. .,

Intensity-Polarization Encoding 1

We proposed a phase-polarization encoding principle I , based on

which phase distribution may be converted to polarization distribu-

tion. With the same principle, light intensity in photorefractive

material (PRM) in an optical logic may also be encoded to a polari-

ration state. See Fig.1. Suppose the reading beam having no effect

on PRM. The polarization state of the output beam depends on the

phase variation in PRM, which is induced by the writing beam I.

Consequently intensity I, is encoded to a polarization state.

Multiple Polarization State Threshold Logic

In Fig.1, the intensity behind the analyzer P 2 is,.,'" '
I% "1 I

2 2 +Cos(4 '.I-2o, where 4 is the phase variation in-

duced by unit intensity of writing beam I,, E is the orientation -
angle of P2, which is chosen in such way that when I1=0, &=-0, 12 •

is maximum.

For a fixed A , 12 may be regarded as the output of an

optical logic with input I. With proper thresholding detection,

different logic functions may be realized by setting different angle

6. ForA "=-r and threshold of 0.7, the logic functions are listed
in table 1. Therefore one logic element can simultaneously implement

different operations, provided the output beam is splitted into
several beams and each beam has an analyzer in corresponding orien-

tation. If the input A and B are not symmetric, asymmetric logic

functions may also be performed. Consequently any of 16 logic func-
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tions can be realized by adjustingAP and 0. With an electro-optic

plate or a biasing writing power the logic function may be program-

mable. This technioue is more flexible and reliable than Imai's2 0

fringe shifting processor 2

Full Optical A/D Converter ,

Fig.2 shows a full optical A/D converter. The basic element

is the same as in Fig. 1. The light beam, whose intensity is to be 1-,.

digitized, is multiply-reflected by the two surfaces of a reflecting

plate with reflectance of 50% and 100%. A series of beamlets is

generated by multiple reflection. They have an intensity decreasing

ratio of 2. See Fig.3. Each beamlet serves as the writing beam for

one digit. The output intensity behind the analyzer varies periodi-

cally with the intensity of the writing beam. An intensity increment

in the writing beam, which causes one period variation in the output,

is taken as unit intensity. With proper threshold, the output will be 0

the binary digits representing the intensity of the input beam. The

first beamlet generates the least significant bit. The final beamlet,

whose intensity is greater than half of unit intensity, generates the

most significant bit. By using another direction, multichannel A/D S

converter (vector A/D converter) can be realized.

(>nmpact Optical Look-AIhead Adder

The speed of a ripple adder is limited by carry propagation.

Chandran et al proposed an optical look-ahead adder. Unfortunitely

the proposed system needs 6 nonlinear elements and too complicated

to apply. Based on the principle of A/D converter described above,

we may construct an compact optical look-ahead adder as shown in V-

Fig.4. The light beams of two numbers are first combined digit by

digit, then reflected by the multiply-reflecting plate. The incident

angle is chosen in such way that each reflected beamlet by the upper

surface coincides with its adjacent last reflected beamlet by the

lower surface. In this adder the carries are automatically generated

by multiple reflection. Each beamlet input to the nonlinear element

is the analog combination of A, B and the corresponding carry. The

final output is the result of AE B( C, where represents XOR

operation.

This adder is highly parallel. The carries are generated in .
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light speed. Only 2 nonlinear elements (including thresholding) are

required. Addition of vectors may also be implemented in this %%-%.

processor.

Full Optical Binary Multiplier

To obtain final binary data of multiplication by means of con-

volution, summation and digitization operations are required. Usually

they are performed electronically, such as in acousto-optic approach .

Here we propose to implement them all optically.

As is shown in Fig.5, the two binary numbers are arranged or-

thogonally with each other. Each digit is extended to a column and

a row, respectively. They are combined and impinge upon a 2-D AND

logic array. At the output plane of the AND array, a 2-D array of

data results. After an optical combination along the diagonal direc- ..- ..

tion of the data array with a cylindrical lens, we get a mixed birary

number. This number is taken as the multiple beamlet input to the

reflecting plate of the A/D converter shown in Fig.2. The carries --

addition and digitization can all be implemented automatically.

'he final binary data of multiplication result at the output plane

of the A/D converter. S

Discussion and Conclusion .

1) Polarization encoding may be a promising approach for forming

optical logic. The logic elements are highly parallel, flexible and

not sensitive to turbulence. The encoding scheme was experimentally

demonstrated.

2) The logic using multiple polarization states may be regarded as

analog threshold logic. From the given examples it is shown that for

realizing certain logic functions, threshold logic may greatly reduce 0

the number of required gates.

3) Thresholding detection is the key problem for the performance.

An analysis of the accuracy requirement will be given. , %

4) The proposed A/D converter, look-ahead adder and multiplier have S
a mumber of advantages over other schemes. They are of great poten-

tial applications for optical computing, signal and image processing.
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INTERFEROMETRIC PATTERN ENCODING FOR PARALLEL LOGIC OPERATION

Makoto IKEDA and Toyohiko YATAGAI

University of Tsukuba, Institute of Applied Physics

Tsukuba Science City 305 JAPAN

Satoshi ISHIHARA and Yoshinobu MITSUHASHI -
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Electrotechnical Laboratory, Opto-Electronics Section

Tsukuba Science City 305 JAPAN

Junichi KAYA - -.

Nippon Institute of Technology

Miyashiro, Minamisaitama-gun, Saitama 345 JAPAN

I. Introduction

Recently, some optical parallel pattern

logic operations have been proposed' -. In K, Y,, b',, 0

order to implement these techniques, binary

input data represented in transparent or U
opaque pixels must be spatially encoded.

Tanida and Ichioka have described the methc_ __ •

of spatial encoding technique'3' based on a '.'.

holographic EXCLUSIVE-OR (XOR) operation for dal"

their parallel logic operation.

In this paper, we propose a 0
a~a,

method of spatial encoding by a

simple and practical e-

interferometric technique. Its ,-.

application to the space-variant ; m
logic-gate array technique W2) (b-

which is one of the parallel t 2
Spnt i a encoding methmd

pattern logic operation is also a, : nput data
discussed. xOR opfra ion
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H. Spatial encoding method"1 '

Fig. 1 shows the spatial

encoding table for input data A0

a1 j and b,, which represent iij-

pixel of the input pattern A A G-A
and B, respectively. XOR

operation of a1 j and the code (,,)

enables us to obtain the

desirable encoded output a' P,

as shown in Fig.2(a) or

Fig. 2(b). Of course, the ]on'

encoded output b',, can be

obtained from input data b1  Vim. :-
f ripift pil t t.,rn 'iwoid irig p rw s.me

when we choose the code A B Anpt ipu parte r-,,
(,G, :code patlern

With code pattern G, or G8  A', R' :nicidi pattern
:XOR nptrrt ion S

as shown in Fig. 3, this XOR

encoding operation can be

applied to the whole pixels in

a pattern.

I. Spatial encoding with an interferometer

The XOR operation can be performed

with an interferometer, in which the 1IRROR

phase difference between two arms is 7r. P1 0

Let us consider an interferometer as -

shown in Fig. 4, in which the input plane

P1 and P2 are simultaneously imaged on to

the output plane P3. Therefore P ROR

transparent objects in planes P1 and P2

make the plane P3 dark by means of

interference phenomenon. Plane P3 is also

dark when both of planes P1 and P2 have P

opaque object. Opaque object on either -' "'
In v f(!irifIui r- wi te t, er n oncoirig system.

plane of P1 or P2 causes plane P3 bright. Ht Ai P12 a-e iin,igei ini P3. P2 hs phtesni
delay Ir with lespoct to Pl.

If we regard transparent and opaque

object as logical I and 0, respcctively,
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then XOR operational output can be observed. Consequently, input pattern A

and code pattern G, in the plane P1 and P2, respectively, cause the

encoded pattern A' in plane P3.

Fig. 5 is an experimental result of this method. 80x65 (=5200) pixels N

are encoded in parallel in l2xlOmm' area.

INPUT A GA AP

Exp nl t I r . [) X I
i8p~ r n-i Spa I it I I Y vil,2UI o~ f f~ I "

A top i p i t

A it ut%

V. Superimposing techniqule

We present here a serial

connection of the interferometric E 1'w-'-

encoding system as shown in P211P 3
Fig. 6. Setting an input pattern A

in the plane P1 and a code P

pattern G,, in the plane P2 makes -

an encoded pattern A' in the P
planes P3 and P4. We also set an iIHO

input pattern B in plane P3 and a

code pdttern G,, in plane P4 that ___

nakes an encoded pattern B'

super imposed with A' in the plane i(A ;yqtfrn for pi-gato' ir-rny. The

P5. pl~tphr. A*A 11' -ntl 1),, ,thtnjrt(-o nn P5

A detailed explanation of this 1.It t'. AAN m

procedure is shown in Table 1.
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Therefore we can observe the spatially encoded and superimposed pattern
A'A B' on the P5 plane. Where A represents the AND operation.

fPLANE i INCIDENT PATTERN OPERATION ____

PI A A
P 2 1 G xp (+.i 7C G expi-x A--

SP3 PLI+ P2 B (A 0GA) AB
P4 I_ P+ P2 G 'expk i~ c (A eA)A (G b'feXP(0i X)

P 3 P+114 - AGDGA) A( B 0GB)
= A'A B'

S pai nlIt encod ing and c; upe r mpos 1ng process t

V. Implementation of a logic-gate array

By using a decoding mask which is presented in the space-variant logic-

gate array technique( 2 on plane P5 we can implement this technique. 0

Application of a spatial light modulator (SLM) to the planes P1, P3 and P5

is effective for data input and logical operation.

The logic-gate array performs a variety of space-variant logical

operations. Therefore it permits the design of more flexible and powerful

'A parallel pattern logic operation system.

A. Conclusion l

A We proposed the spatial encoding method using an interferometric

technique. The application of this method to the space-variant logic-gate

A array was also discussed.
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INFRARED PRE-DETECTION DYNAMIC RANGE COMPRESSION
VIA PHOTOREFRACTIVE CRYSTALS

Hua-Kuang Liu and Li-Jen Cheng
0

Jet Propulsion Laboratory
California Institute of Technology

Pasadena, CA 91109

0

ABSTRACT -

Pre-detection infrared dynamic range compression concept via the
nonlinear photorefractive two-wave mixing in GaAs crystals will
be discussed. Some experimental results will also be presented
to support this idea. 0

Pre-detection dynamic range compression is of importance for
solving the problem where the input image has such a high dynamic
range that no detectors or sensors can record the complete
intensity range of the image without saturation. An example is S

in the detection of a scene with a shiny automobile or an
aluminum building under strong solar illumination in a background
of low reflectance. Similar infrared scenes of military or
industrial interests also pose a problem for image recording
and/or data acquisition.

Recently, photorefractive properties of materials such as BSO,
BGO.2_aTiO 3 , LiNbO3 , and the compound semiconductors such
as GaAs, CdTe, and InP have been studied. The compound
semiconductors are of special interest because of their infrared
wavelength of operation and high speeds due to their large
electron mobility. 0

In addition, photorefractive crystals have also been used in many
real-time image processing operations. For example,
photorefractivity has been appled for convolution and
correlati 7  edge enhan ment , division , differentiation I0 ,
coreltU , edg

inversion1 , subtraction , and, optical digital logic
operation1 . In this paper, we shall describe a new concept of
using the photorefractive crystals for real-time pre-detection
dynamic range compr ssion. Experimental results using chrome-
doped GaAs crystals are presented to demonstrate the feasibility
of the idea.

0
First we shall present the basic idea of pre-detection dynamic
range compression. The dynamic range (D.R.) of an input image
may be defined as follows:

V.-...,
.'" %*%%

D.R. (1) 0

where Imax and Imi represent the maximum and minimum intensities
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of the input image.

Before the image is received at the detector, a device may be
used to map the input image into an output image in the following
functional form:

Iout = f ('in) (2)

where f is a function or mapping, Iout and Iin are the output and
input intensities respectively. AlT the intensities may be in
one- or two-dimensional form. The function f may be linear or
nonlinear. For example, we may write

orout = A
Iout = B log in,

where A and B are constants and x is an index number which should
be less than one for D.R. Compression. The essence of D.R.
compression is to find a device with a characteristic f such that "
f will cause

D.R. output < D.R. input (3)

The idea and its usefulness can be illustrated with the S
assistance of Fig. 1. The upper part of the figure shows the
characteristic of a typical detector such as a photographic film.
If the input intensity range is too large for the detector's D.R 
saturation occurs as shown. After pre-detection D.R.
compression, this saturation problem can then be resolved. Since
there is still a one-to-one correspondence in terms of the input
details, the information capacity is kept intact in this process.

Next we describe how the two-wave mixing beam coupling scheme can
be used to compress the D.R. range of an input image or datum.

* .,

It is well-known that during the two-wave mixing process in a S
photorefractive crystal, one beam can gain energy at the expense
of the other. This effect is illustrated in Fig. 2. The input
beams are represented by Iin and in and the output beams are
represented by Ioutl and Iout2 respectively. The shaded part
indicates the zone of intereaction between the two beams and z is
the thickness of the effective interaction zone of the crystal. -

The gain of the beam No. 2 over beam No. 1 due to the coupling
may be written as

Iinl Iout2

iin2 ioutl (4) 0

We now present a special case to illustrate the feasibility of
the idea. Referring again to Fig. 3, if we assume that Iin I =

Iin2 1/2 in , then according to Eq. (4), we have ..%

Ioutl + -ie "r (5) %

We further assume thatp<< 1, then Eq. (5) may be approximately

%.r%'
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written as

Ioutl ' (1 - ) Iinl (6)

Equation (6) clearly shows that I utl is smaller when Iinl is

larger 9rovided/- increases with t_,. Recently, Cheng and
Partovi0 have reported that f7 indeea increases with I.n in
Cr:GaAs, supporting the idea of the D.R. compression described
above. The result is shown in Fig. 3.

It can by seen that when the material has a maximum gain '"-ax =
0.21 cm , the D.R. compression is not very effective withpp -

1 or the thickness of the crystal to be even approximately 5 cm.
Therefore, higher~ max should be sought after for D.R. ,...
compression. In some cases, a maximum gain of 10 or higher can
be achieved with applied electric field. With such a high gain,
referring to Fig. 3, a crystal thickness of z = 0.5 cm will offer 4'.-
us a significant D.R. compression.

Based on the above discussions, we may conclude that by using the
nonlinear gain effect of photorefractive crystals, we can achieve
real-time pre-detection dynamic range compression in both 1-D and
2-D cases. Problems to be investigated in the future are optical
architecture for testing 2-D operation in both coherent and the
more difficult incoherent cases, material selection for high gain
operation, and operation time requirements for real-time
implementations. In addition, engineering packaging will be
needed for industrial applications.

The research described in this paper was performed at the Jet
Propulsion Laboratory and jointly supported by DARPA, the Physics
Division of the U.S. Army Research Office, and the National
Aeronautics and Space Administration. Part of this paper was
presented at the 1986 Annual Meeting of the Optical Society of ..- "
America, October, 1986, Seattle, WA.
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DYNAM I C
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COMP RESS ION

COMPRESSED
RANGE

INPUT
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Figure 1. Illustration of pre-detection dynamic range
compression. The upper part of the figure shows the .*%
characteristic of a detector or a sensor with original
range of inputs and its saturation effect. The
compressed range of the output is also shown.
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in I out 2

in 2 out 1

Figure 2. Two-beam coupling in a photorefractive crystal.
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p Figure 3. Dynamic range ci. pression using photorefractive effect

244

0 e %
% .% %.....%,%*..



%

Tu E 9- 1 "

%FINGERPRINT ENHANCEMENT BY FOURIER DOMAIN OPTICAL PROCESSING %

D M Monro, B G Sherlock and C R Petts .

Department of Computing, Imperial College, 180 Queen's Gate London, SW7 2BZ 0

and GEC Research Ltd, Hirst Research Centre, East Lane, Wembley, Middlesex %

INTRODUCTION

Fingerprint enhancement is an essential stage in the computer processing of
fingerprint images. A technique based on directional Fourier domain filtering
which is capable of producing excellent results is discussed in this paper.
Implementation of this algorithm on a general-purpose digital computer is
slow, but using optical hardware removes the computational overhead of Fourier
domain filtering. --

FINGERPRINTS IN THE FOURIER DOMAIN

Figure 1 shows a typical fingerprint image together with its amplitude Fourier
transform. Characteristically, a fingerprint image consists of parallel
curved ridges of roughly equal spacing, which at each point are orientated at .
an angle known as the local ridge orientation (LRO) .

%

0

Figure 1 (a) Rocllynoed fingerprintan (b) its amplitude Fourier transform

24
% %

"e0

•N,"w ,
"- 

,r~" ., U,.f

Figure 2 (a) Locally windowed fingerprint (b) its amplitude Fourier transform 
,",-.- '
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The equal spacing of the ridges in the spatial domain concentrates the Fourier _

components within a well-defined annulus of frequency components centred on

frequency (0,0) . Components are present in all directions perpendicular to th;e

LRO values that are present in the spatial image.

i:qire 2 shows diagrammatically a small windowed section of a fingerprint

m,e together with its amplitude Fourier transform. Such a window, if its -

size ~4. chosen correctly, selects equally spaced parallel straight lines,

w: i-i corresponds to a pair of diagonally-opposite components, aligned "wN-

perpendicularly to the selected lines in the spatial domain (i.e. the LRO).

THE FILTERS USED

' i- each point on the fingerprint has a neighbourhood resembling Fig 2 (with
exception of a small number of singularities - the cores and delta

n s), it is clear that at each point we can heavily filter the image

w *::t dmaging local ridge information, by passing only components within a

c,!. ,eighbourhood surrounding the components illustrated in Figure 2. The

epass filtered radially to allow through only components of

w ..lose to the ridge spacing, while at the same time being filtered

o allow through only components of direction close to the LRO.

' al filter was chosen to be a second-order Butterworth bandpass filter
, lh<, dirct ionaI filter was chosen to have a cosine shape and bandwidth 7r/:.

roo- ars (n-e wo, rked well in our filters) .

11 (r, 0) Hradial (r) . Hangle (0 m" 00)

I (r) 2crd order butterworth bandpass filter .

(0) - co (l /(0 - 00)

( i perpendicular to the LRO. J..r"

0
re, provided that one knows the LRO at each point, one can determine

!H ,+r he.ce H(r,0) for each point in the image.

OPTICAL IMPLEMENTATION

S!sirie optical implement-t ion of the process is illust rated in Figure .

"a/e the raw imaq (in the form of a transparency) is illuminated wi'. -
: an beam derived from a low power laser. A small aperture is uoei

i'' in of ,he t ransparency to be interrogated. The aperture i,-

of f, fi t-nt Illy larq t) contain a number of ridge wavelengths,

• ci. -!' oh s h 'hat the LRO does not vary significantly. -*

: ,ill:. IA :.,,e, he t ransparency is raster-scanned through the

. , I.,, ", " r nqr, surrounding a point xl,y 1 is illuminated.
.r .,r I,- rFo- : wirier transformed by the lens L, such that th, %

, . w V ! pan- Pn A proportion of the light is %

d s ,otrized photo-detector. The LRO of t
,.r ,f,,m with a well-defined direction,

r -t-iet ect or .
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WINDOW

2 P
P,3 A""

.. . . . . .. . . . . ............ .-" ,

FILTER'. ,

DETECTORAID

A/0

|a --P-a

X- Y FILTER •
SCA NNER CO0NTROL/..-

MASTER
CONTROLLER.""-

• ... a-..

Figure 3. The optical fingerprint enhancement apparatus

The Fourier plane filter is arranged to have the transmittance described
above, with a zero spatial frequency component added to make all amplitudes
positive. The axial position 0o of the filter is controlled from the
sector-detector via a servo-system in order to line up with the LRO of the O e

region.

Once the transform of the local region has been appropriately filtered, the
distribution is retransformed to give an enhanced image at the plane P3. The

intensity at the point x, 'yl ' is then recorded using a single photo-detector
whose aperture corresponds to the originalpixel size. An A/D converter is
then used to record the intensity I(x ',yl ) for each scan position xy. The
full enhanced image is therefore built up point by point during the mechanical
scan and may be displayed using a frame-store.

A parallel alternative to the above approach is possible, but would involve
making a simplifying assumption - that it is sufficient to filter the image in
n (say n=8) possible equally-spaced directions Oi= (i-l)n/n, i=O. .n-l, and
that the use of the filter corresponding tc the Oi closest to the true value
determined by the LRO will be sufficiently accurate.

In this alternative approach one would use n+l (say 9) separate optical
channels after the transforming lens LI . Eight of these channels would be used
to illuminate fixed filters of different orientations, the ninth being used to .
determine the LRO using a sector-detector. Such a system has edvantages in
terms of processing speed since the switching between the outputs of the eight
channels can be accomplished much faster than if a mechanical servo-system is
used to align the filter. The disadvantage is the need to replicate the
optical components.

,:* ...-.
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r ab-,e apparatus produced the results shown in
at..oetshown in Figure 4 is better in one respect "

tr th optia system as shown in Figure 3. in the

ml eltas, the curvature of the ridges becomes
.: he ~i:q , Ir baIwidth of the fiiter has to be increased the

1. ..::o Although this was implemented in the
Ay'' -hrtermnred how to include this widening of angula.
iL h riwaru . A method is needed to determine local rid---

tI 1-1 he do ne u sing the same sector-detector as was

r lsob.tained from a simple optical filtering
* *. r~ta periodic image with diefects has been

TI,,- filter described above. Although this is con2'I:
r, , ft f 'leaning-up the image is quite ippar-int.

h 'rr"2 ationl of a oing le x, y pcint ot an n, r
ir~~~~ st er wv r. prsn intalI re Lults ba:'~

1 1 t tat~ I nT Figure 3 along with a c7rT-par io<. '4 1
* .. .ri )lrp)se computr.
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t'li)LNIC z 4i I ,2,G ,'4NL.WS: UJ,,hNIG S'AlU AND 0l'Ut< POSSIbiLITIES %

r.1rk'v-Es it; Coil ]ge I :nion 0
Plael

t. i',r. t i o[pto: ,w ,i i seema7 to stusn fron several factors. One
b., ;11t we11 w cost, av'oiainj the need for two opto-electronic interfaces at

*'A :, i.i 3( n(I-]e. iejrthyr to t:hat, in a local or carrpus network, the low
., 1011 1 ns Thu single n-d fibre offers the possibility of Al

r i', "tcan -r nt" networks, in which the format and data rate are set by
' ,a wcrinLnicating t-rminals and t:he routing is achieved independently in a
• , hat ,-.s not rqair-, synchronous or rigidly formatted ciata streams. Such

•d-ay al.,o suppert bidirectional operation both within the fibre and 0
, w h.r a~tLibut of such technology is likely to be the

S: , -<, n oV v Far; a communication bandwidths as well as the usual optical
A n. -aq.: low cross talk and distortion.

i r, a(ar L "re applie moist readily in networks in which an incoming fibre
:lrie9. data tron a singl user to a single user so that wideband circuit

,chin_ without multiplexing is required. However, often some form of
,ult ipexini will oe n-eaod, with the result that the incoming and outgoing

1 b ->, will carrying multiple services simultaneously, travelling to or
.* ,.ived fr,, di verse, locations. In these circumstances, the switch must %

_ rtrr,n a mr, ccnplex operation. At present, two approaches appear to he
:iir -t fidy, oas c' op; A[)M and TDMI. hie former case reduces to the circuit

S:wi ch-, W 7itiat ion having (ispersed wavelengths while the latter requires a -
• " , - 1, ohisthrat-1 accurately timed switch structure, placing a very

1 r miv on the r iminq accuracy.

I I . ! ." (R I( .,x ,i -'19 ;' 1)1 L i) tkCriAf GL-BYPASS UNiTS.

*,. Jnil iinq(4 DlOl'. I,' ni swi , c,s is scane form of four port element 0
:1,; tii- harta1' , K:t t.. input [x)rts, A & B can be connected
,(.tt,.> ) or ro,, (exchange) to the two output ports C & D. Key

.. ir [mrmntjr. ar the insertion loss, the cross talk level, the
,- '-. r :',)ns,, -h switching time and precision. In single mode

.I ), p a i ai)n properties can also be important. One family of
. ", J~u[X)i, , 'aI f ibris, 'he simplest involves otical fibres 0

,, ., kia nioro-opt -i,- ] nts (lenses, beam splitters etc) that are
.o ,#I , r,-mch~aiall ]yor fibres themselves that are physcally moved.
I "'1T~h' - nd thtem ,lves or- to multimode than single mode operation,

* i. , ,,,r- iv hav, low iri.s-rtion loss (particularly for multimode) and good
"* "ract r crt iut are inevitably rather slow in operation (order

• . . , DI ' cliy tini-3d, relatively insensitive to wavelength or
A) .... 5 b1ut iro p[y:sically bulky. ['hey lend themselves to use within

.* i:rjul w, hano video) scur ity networks. they do not appear to be more

1' i o i~r Wa-d nvices is base d upon tibre interferometers or
"011 i inl Ytipl(r. , almost certainly using single mode fibre. 0

* .n.ni-n, xon iirhr t1orm a 4ach-Zcehnder Interferometer with two parallel
I 3 ,, :e ru ; two ljoints to form two 3d8 directional couplers.

% 
1 *
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This leads to a four port coupler whose transfer characteristics depend upon *1
the relative phase length of the two fibre paths between the two couplers.
Changing one path relative to the other by a half wavelength switches the
device from exchange to bypass or vice-versa. Such a change is readily .
induced by electrical heating of one arm. by the same token, thermal drift is
likely to oe problem. As with all fibre based devices, elements of this type
can exhibit extremely low insertion loss and are potentially broad band. I
However, if the arms are unbalanced (unequal length), then the transfer .0
characteristic becomes wavelength sensitive. The device may also be
polarisations sensitive. Response time is expected to be slow, typically-B
milliseconds and with relatively large dimensions (r. to cn.). Once again,
the devices seem most suited to use in circuit switched video surveillance or -
studio networks where switch set-up time is unimportant.

A totally different class of electrically controlled exchange bypass units
emerges from the use of the electro-optic effect in guided wave B
integrated-optic form and ccmronly made by litanium diffusion into Lithium
Niobate crystal substrates. 'The exchange bypass unit so formed has two
diffused waveguides that for part of their length run parallel and
sufficiently close for their evanescent fields to interact. owitching is
achieved by means of suitably placed electrodes that change the relative W.V..'
refractive indices in the two guides. fhese devices can have relatively low B
insertion loss, perhaps idB or better, although low loss coupling to fibre is
difficult. Cross talk can easily be a probiem. Fabricating large arrays poses e%
major technological problems, since the devices are long (typically ram.) and
confined to a single wiring plane. It appears that up to 16x16 may be . e
possible on a single chip. Mbst devices are polarisation sensitive but clever
design can overcome this. They can switch very fast, well into the 0
sub-nanosecond regime, but present substantial capacitance to the drive
circuit. Given a matrix occupying a large area (sq.cms), exploitinq this
speed to synchronously reset/set is almost certainly more difficult to "
achieve than switching a monolithicallv integrated electronic cross point.
However, once the optical path is established, it offers "infinite" and , M,
bi-directional data bandwidth. Such elements are capable of very fast
multiplexing or demultiplexing given electrical synchronisation. wavelength
response is also limited, typically to a few percent of the centre
wavelength.

III. MVELENGTH ROMTING 2"-['

The growing availability of tunable sources and receivers opens possibilities .
of using a passive guided-wave network in a communication mode equivalent to
that of free space radio communications, with terminals indentified by means
of optical frequency. Some semiconductor lasers can be made to tune by the
use of an external cavity over a range of 50-100nm, corresponding to more .-

than 10,000 G-iz, and in the case of those developed for coherent
communication systems, can exhibit stabilities of better than livlz. Assuming .
channel spacings of 2GHz, one might speculate that as many as 5000 parallel
and simultaneous channels could become accessible. Using less sophisticated
lasers of the ironolithically integrated type, a few tens to a few hundreds of
wavelengths are accessible by electrical control.

% ._k

At the receiver end, the coherent receiver selects its wavelengths primarily B
by means of the tunability of its local oscillator, a similar laser to the
remote transmitter, although it is likely in a network using very many

251 '

e_ "e"e"5: ,-% -:"J -
... .. .......... .. .............- ... p ... .. ...... ~.v..........,.-.........- %v v'-v %':,.

, -.' .' . . .", - , , , - . ,'-.' .- " '-.' ." " " " , '." • .- " " ",.' .,,," ; .. , .. .. " .



%
1k P

wavelengths that some previous band-filtering might b-- desirab],. A wide
variety of techniques exist ranging from tunable filters ba sed upon ..
ele-ctro-optic directional coupler designs to those,: fabricated in fibres by ... ,
means of grating structures impressed on the waveguide to simpler bulk -
dispersive elements interposed in the light path. Non-linear interactions in <.
the fibre may also seriously limit perfraiiance•. In any case, the network is ;.
transparent and passive and could be bi-dirctional (single f ibre p.r %:
termnal) and probably of a star format with central power splitting nodp.
Alternatively, a dispersive elemnent could bf- included at the central node..•
although how this would be done for more than a small numabers of outgoing R. -
fibres is unclear. In principle, such wavelength switched networks looks ..

• ,.. .'p

extremely powerful given good tunable sources and re-ceivers at competitive m'
prices., ,' ,

• .4

IV. ODTICAL Y ACI'iVAI'EL) SWIhICHI*

. ~Studies in non-linear optics have led to a variety of optically activated ,,swiches mainly based on optical bistability, that have led to much
speculation on optical computing but uave generated little interest for

0

switching Optical activation opens up interesting new opportunities in
control and interconnection, particularly when coupled with free space (2dimensional) optical "wiring" and the possibility of normally addressed
planparrrays of devices, since the wiring rapidly becomes a limiting factor

in other optical matrix concepts. Optical logic gates span a huge range of ''
switching speeds from ps to ms but tend to require similar switchingtin nd

energies, at present in the 1E-9 to 1E-6 Joule range (ie 1000 gates at --.lGbits = ik to IM power!). iet c d tic pico-joule sensitivities
will be possible in time with bistable laser and other hybrid devicesofot
reaching femto-joule levels Bistable gates are operated as threshold logic-

elements and thus incur a]l1 its normally associated problems. rience there Ais ",.-growing interest in alternative approaches involving hard limiting
opto-electronic circuits, preferably with good 1/0 isolation. owever, the.
bistable element does imply a memory capability and this has been
dswonstrated in simple time-slot interchange switches although the-
nineearing problems involved in constructing a large switch look formidable.

An alternative approach is to explore hybrid opto-electronic matrices .
inither optical wiring and control, electronic logic and photodetectors and

swi tro-absorption modulators monolithically integrated as I and 0 elements.This approach premises to combine the interconnect strengths of optics with

.-h,- high speed logic strength of small electronic logic circuits and hence to -.lead to large ultra-fast optically controlled arrays in time all optical
ill 7 polutions may emerge and some novel approaches to their logical design
ac- already been postulated that draw heavily on ideas generated in studies

of optical computing. The technology for optically activated switches is

still at an early stage of development although a variety of very interesn-ing "ideas can be discerned already. Te major gain arise from optical wiring -
which provides very accurate timing control at high data rates (in excess of
IGbit/s per port), thus opening up the possibility of switching packet or DM
lata from ultra wideband highways. c l r Ila
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Overview of Switching System/Network Architectural . ... ,
Possibilities

Tadahiko Yasui and Katsuaki Kikuchi 6

NTT, Electrical Communications Laboratories,
3-9-11, Midori-cho, Musashino-shi, Tokyo, 180, Japan

1. Need for optical switching systems l
To ensure the provision of high-speed, broadband services,

new telecommunications networks should be constructed using both
high-speed, broadband switching systems as well as high-speed
transmission systems.

Optical technology has become a practical reality for high-
speed transmission systems, and optical fiber transmission
systems are rapidly replacing metallic-cable in long-haul
transmission systems. As the bit-rate of optical fiber
transmission systems increases beyond 1Gbps and the repeater-
spacing continues to increase, it becomes more and more
necessary to develop high-speed switching systems. It is
difficult, however, to fabricate high-speed switching facilities
using conventional electrical technologies, because the
bandwidth and cross-talk problems inherent in electrical
technologies do not allow high-speed operations. A very
promising candidate for solving these problems is a high-speed
optical time-division switching system in which it is not 4.
necessary to convert the high-speed optical signals to low-speed
electrical signals.

It is also expected that optical fibers will penetrate into
the present copper-wire subscriber loop networks. Therefore,

optical fibers are essential for the provision of enhanced high- . . ,>
speed, broadband services of the future. In optical subscriber " .- "'
networks, two different switching functions must be performed;
one is line concentration for broadband bidirectional services,
and the other signal distribution for CATV services. Optical
technologies have made space-division switching networks almost
independent of transmission bit-rate. Such networks are suitable
for realizing the two functions mentioned above. Optical line-
concentration will contribute very much to the construction of
cost-effective optical subscriber loop networks.

An optical communications network can be realized by
combining an optical switching system with optical fiber
transmission lines without the need for electonic-optical and
optical-electronic converters. Such optical communications
networks are expected to offer both enhanced functions and high 0

performance in the provision of high-speed, broadband services
of the future. Z

2. Switching Network Architectural Possibility

To fully realize high-speed time division switching
networks, it is necessary to clarify the potential advantages of
optical switching networks over electronic switching networks.
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The relevant Optical and electrical technologies are shown
together in relation to device fabrication and interconnection
techniques in Fig. 1.

Optical signal transmission features low loss, wide
bandwidth and non-inductiveness, while electrical signal
transmission has a speed limit due to the product of the
resistance and capacitance in the electrical line. Optical
interconnection exhibits excellent broadband transmission
characteristics, and is essential for a high-speed operation. e%%
Optically controlled optical devices (OCOD) are capable of
attaining a very high switching speed on the order of
picoseconds [1]. In contrast, electrically controlled optical
devices (ECOD) cannot achieve such high-speed operation, because
the switching speed in such devices is limited by electrical
control signals. Therefore, an optical time division switching
system with OCODs and optical interconnection will be able to
realize a very high-speed operation.

In such synchronous systems as time division switching
networks, one of the most difficult problems arising from high-
speed operation is clock skew caused by differences in
propagation delay time among optical signals through different
optical paths. One solution to this problem is to use a two-
dimensional beam steering technique [2] which exploits the a
non-interaction feature of photons. Two-dimensional arrays of .
optical memories are incorporated in this novel switching
networks. * .

Electronic devices can realize virtually the same speed of ..
operation as ECODs. Therefore, for the time being, time
division switching networks are likely to be constructed with
opto-electronic integrated circuits (OEICs), which incorporated
the best advantages of both optical and electrical technologies
- electronic logic circuits and optical interconnections.
Wavelenghth division technologies, however, make it possible to
extend the throughput of a switching network without increasing
the operating speed. Thus, optical switching systems with ECODs
also have their own merits over conventional electronic
s-witching systems with OEICs.

Optical technology has the great advantage of being able to
iansfer two-dimensional images using fiber bundles or graded
index fibers without the need to convert into electrical ..
signals. In this application, image switching networks are
reuired to exchange images transmitted through such
transmission media.

3. Optical Switching Technological Possibility

Eight-by-eight optical matrix switches, which are the basic
components in the construction of an optical space division
switching system, have already been demonstrated. These switches
appear to have the capability required by small-size optical
switching systems. Recently, some small-size system experiments
using such optical matrix switches have been reported.[3],[4] .
To realize large-size opLical switching systems, such as
telecommunications switching networks, however, it is necessary
to clarify that the problems of loss accumulation and cross talk
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can be overcome.

The key devices supporting the development of optical time
division switching networks are high-speed optical switches and
memories. Many studies of optical bistable devices are currently
being conducted in a number of countries. Recently,
semicoaductor optical bistable devices based on either laser '
diodes or multiple quantum well structures have been attracting S.

special interest. Optical time switches using either fiber delay
lines or bistable laser diodes as optical memories have been
demonstrated. [5],[6],[7] Furthermore, optical retiming and
regenerating techniques are essential to synchronizing high-
speed optical signals.
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ABSTRACT

The details of factored tables and their uses in FRNS

multiplication and addition are e::plained. Optical circuitry
necessary for their implementation is given.

INTRODUCTION

Residue number systems offer reasonable factorizations into
parallel computations. This feature has two distinct advantages;
it provides a means of exact calculations and a reduction in parts
count in the associated circuitry. In this paper we discuss a
second level of factorization -- factored loot-up tables. The
reduction in hardware that results from the use of these tables is
siqnif icant.

The development presented in this paper begins with a brief

description of optical loot-up tables; there is a more extensive
description of these tables given in reference 1. Second. the
tasic notions of factorization of tables is given. The remaining
entries left in a multiplication table after deleting zero is a
qroup cf elements that can be factored into smaller multiplication
tables: a zero entry must be handled separately. With some added
zomple:witv this idea is e:tended to addition.

Although table factorization is a general concept, it is best

e:plained by way of an e:ample. We do this here in some detail
for modulo 7 addition and multiplication. The paper concludes

with a parts count necessary for constructing factored modulo :I
tables. Estimates on the amount of hardware needed to solve a
twelfth order linear system are reported.

LOOK -UP TABLES (LUTs)

Numerical operations can be performed in residue arithmetic

simply by causing a light pulse to reach a detector that has ceen

This wort was supported by Rome Air Development
Center. Griffiss A.F.B., N.Y. under Contract F30602-86-C-0066.
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encoded for the number resulting from each operation. The idea is
illustrated in figure 1 where the LUT for modulo 5 multiplication
is shown, and inputs of 3- and 2 are depicted by arrows. At the
intersection of the inputs, light produced by one or another means
e:cites a properly encoded detector: in the figure. the product
7TA2(mod 5) = 1 sends a pulse to a detector labeled 1. Similarly,
the sum -+2 modulo 5 would illuminate a detector encoded for 0 in
an addition LUT.

Any of a variety of approaches to implementation of the LUTs
can be envisioned, one of the simplest being that illustrated for
a modulo 5 multiplication table in figure 1. It uses an
interlaced electrode grid with high speed LEDs (or LDs) at the
intersection points. A voltage pulse applied to each input line,
with voltages selected so that neither alone exceeds the diode .
iunction voltage but the sum exceeds it by a considerable margin,
causes the diode at the intersection point to emit strongly. The 0
emitted light goes to a detector that is encoded for the number to
be produced at that table location, as indicated by the number in
the lower left corner of each grid box. To minimize the number of
detectors required and to promote flexibility in LUT geometry, we
use fibers to conduct light from each LED to the proper detector
and use a single detector every time a given digit appears in the
table.

LUT FACTORIZATION AND IMPLEMENTATION

Given a prime p. an LUT for multiplication modulo p is a pxp
table with entries 0,1.....p-1. If C can be detected by an
independent means, then the remaining rjon-zero elements in the %

table forms the cyclic group labeled 2 = (1,2.....p-l}. The
p n n

number p-I is composite and has a prime factorization q q8

the group 3 can be factored into a set of cyclic subgroups, one
P

of order q , a second of order q. 2 etc. Consequently, the

complexity in the pxp table can be reduced because it can be

replaced by a set of smaller tables that involve significantly
fewer LEDs and detectors. A similar, but somewhat more
complicated method can be used for addition tables.

In carrying out the reduction for addition two basic
approaches are used. One, the direct method, involves the use of
factored tables together with an auxilliary 2x'- table that is used
somewhat like a limited carry to execute the addition calculation
directly in modulo p arithmetic. The second method uses p
logarithmic and exponential functions as well as several wired
maps (lxp tables) to complete the modulo p additions.
Multiplication is similar for the two methods. They will be
illustrated with an example of mod 7 arithmetic.

We dicuss multiplication first. The direct method uses 2

= GxH which is genrated by 3 where the subgroups G = (1.6) and 7I
H =1.,.4) are generated by 6 and 2,respctively. The logarithmic
method uses riplicas of these groups which are additive. In
particular, 2 is isomorphic to Z = x2 . The logarithm log

P 6 2 3
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maps 2 onto Z where 7 = 3 = 1. In terms of the facored

7 6

groups, (log log) maps GxH onto 2Zx2 . These relations are used

to develop encoding for multiplication:

Table I. Encoding for Multiplication
d.

Number Direct log
P. P,

1 , 4 C), 2
-6 2 31 . 1 0 i

4=3 4  1. 2 0, 1
5=3 6. 4 1. 7
6=3 6. 1 1, 0

The direct method for addition uses the additive subgroups
10,7' and [0,2,4} and the auxilliary table Z u

ult b
b u

In terms of these quantities the following encoding is used for
addition:

Table II. Encoding for Direct Addition
1 (43., 2)4

2 (t,0,4)
3 (t, 3,0)

4 (u,0,2)
5 (u,3,4)
6 (u,0,O)

The rules for decoding in direct addition are as follows: (i) The
output (b,3,2) is a zero flag (note that 3,2 never occurs with
or u; (ii) If (4-.-) occurs, then the numerical characters are
correct; (iii) If (u,-,-) occurs, then overflow has occurred and

the numerical characters must be shifted down by 1; i.e.. (ilia)
-0, 043, and (iiib) 4-*2, 2*0, 044; (iv) If (b.-.-) appears, then
overflow has occurred if the output corresponds to the lower half
range, but not if the upper half range results. Digits
corresponding to 4. (0.2). do not occur with b, and those for 3,
(u.,,0). and 4, (u.0.2). do not occur after B decoding. The
following sequential multiply - add sequence is carried in modulo

7 arithmetic using the direct method: We compute 5x 4 + 6x3 + 2x5
modulo 7. First,

5x4-- (6.4)-(1.2) = (6.1) - (u.(,0)
6x3- (6.1)-(6,2) = (1.2) - (u.0,2)

Then,
(u.0.0) + (u.0.2) = (u.0.2) -- (,3,O)

and,

2x5 -4 (1,4).(6.4) = (6.2) - (43,0)
Adding the last two expressions gives (,,0.0) or, the answer, 6.

Before we give details of the mod 7 computation using the
logarithmic method we explain general addition modulo p by this
method. In addition formulas, addition modulo p occurs on the
base line while that in an exponent of b (a generator of Z*) is

computed modulo p-1. In this case there are unique numbers t and
f7 allowing us to write

= b b f 7  b ° (1 + b' - f ?) b' +
-

1 0•?' ' #,.' ' '.' '.. ,, ~ .4V % ... h,.. ""."/;".;'", .", ',._b -"-.-V - " , 4.¢ ,. ..,' , . , ' , ?.". . " .,v-.*.'-.'. ';* .



where r is found using a wired map defining the relation 1 + b' -4 0

br. Resuming the mod 7 calculations where b = 3 we get
5x4 - , (1.2) + (0.1) = (.0)

6x3 -* (1.0) + (1.1) = (0.1)
2x5 -* (0.2) + (1,2) = (1.1)

Then.
(1.0) + (0,1) = (1,0)'(1 + (0.1)-(1.0))

=(1,0).(l + (I.1))

= (1.0) + (0,1) (adding exponents)= (1,1).

Finally, this calculation concludes with
(1.1) + (1.1) = (1.1).(1 + (1.1)-(1,1)) "

= (1.1).(0 + (0,0))

= (1,1) + (0,2) (adding exponents)
6.

The parts count for both methods is given for modulo 31 since

it is typical of the primes that will be used in this work. For

the direct method 66 detectors. 168 LEDs and 456 optical

interconnects are required. This compares with 72 detectors, 159

LEDs and 220 optical interconnects for the logarithmic

calculation. The number of time cycles necessary to carry through

an add-multiply for the direct method is 3 using mod 31

arithmetic; the time cycles for the logarithmic calculation is 6.

The number of "gates" (i.e.. detectors or LEDs) used in optical

factored tables with an RNS is roughly 14% of the number of gates

used in a digital electronic system to solve a twelfth order

linear algebraic system using Gauss' method.
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